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SUMMARY

The annual cost of flooding to public property in Newfoundland is estimated to be
in the hundreds of thousands of dollarsrange. Accurateflood flow estimates are needed for
the efficient design of instream structures (culverts, bridges, spillways, etc.) and for
floodplain management. The locations for which flood flow estimates are required usually
do not have streamflow data which could be used to directly estimate the flood flows. This
study, like three previous studies (1971, 1984, 1990), will derive a set of equations for
estimating return period flood flows in ungauged watersheds.

The following methodology was used: the flood, climatic and physiographic
characteristics were examined; a database of flood flows was created, missing data were
estimated, and the flood series were screened; a single station frequency analysis was
conducted on each flood series; the best estimates of the 2-year to the 200-year flood flows
were selected; hydrologically homogeneous regions were formulated based on watershed
characteristics and other criteria; the physiographic database was updated and a new
physiographic parameter was formul ated; equations were formulated which predicted flood
flows based on physiographic parameters; the equations were tested using an independent
dataset and the results were compared to previous studies. In addition, anote was provided
ontheapplication of the equations, the methodol ogy and resultswere discussed, conclusions

were drawn, and recommendations were made.

On the island of Newfoundland, floods can be characterized by their magnitude,
timing and causativefactors. Flood flowsper unit areaare highest in the South-west Region
and lowest in the northern regions. On the Avalon and Burin Peninsulas, floods most
frequently occur in February. In Central Newfoundland and Western Newfoundland floods
most frequently occur in April and May respectively. On the South Coast (western half)
floods most frequently occur in November. Floodsin February areusually caused by rainfall
and snowmelt. Typicaly, rainfall accompanied by above zero temperatures, for one or more

days, combine to melt some of the snowpack which resultsin high flows. Floodsin April
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and May are theresult of rainfall and snowmelt. Typically, rainfall on asnowpack, ripened
by sustained above-zero temperatures, combine to produce high flows. Generally, the bulk
of the snowpack disappears during this event. Floods in November are usually caused by

heavy rainfall.

The most important climatic parameter in the magnitude and timing of floods is
precipitation. Theamount, form, and timedistribution of precipitation areimportant aswell
as maximum rainfall intensities and maximum snow depths. Annua and monthly
precipitation is highest along the south coast and decreasesin anortherly direction. For the
northern half of theisland, monthly rainfall ishighest in August. For the southern half of the
island, monthly rainfall ishighest in October or November. The heaviest rainfall intensities
are experienced along the south coast. Snowmelt plays an important part in generating
floodsin Central and Western Newfoundland. Annual snowfall inthisregionisbetween 200
cm and 400 cm with afew local highs near 450 cm. Annual snowfall is generally lessthan
200 cm on the Avalon and Burin Peninsulas. Maximum snow depths occur near the end of

March. Maximum snow depths increase with latitude.

Watershed characteristics such as: drainage area, the amount and location of natural
storage, watershed slope, watershed shape, soils, vegetation, land use, etc., influence the
flood response of drainage basinsto hydrometeorological inputs. Watershed characteristics
are sometimes difficult to quantify and thus are represented by a number of physiographic
parameters. Physiographic parameters are measures of watershed characteristicswhich are

relatively easy to extract from topographic maps.

A flood database was created and missing data were estimated. Data review
consisted of: areview of the stability of the gauging datum and an examination of the stage
discharge curve at high flows, a review of the history of physical changes (eg. fires,
diversions, changes to channel geometry) to the watershed, and statistical testing of the

annual maximum instantaneous discharge data.



3-

Single station flood frequency analyses were conducted on 79 watersheds using the
Generadized Extreme Vaue (GEV), and the Three Parameter Log-norma (LN3)
distributions. The choice between the GEV or the LN3 distribution was based on the mean
absol ute deviation between thetheoretical and empirical probabilitiesof the upper half of the
dataset. It quantifiesthe error associated with that portion of the curve with which we have
themost interest: the 2-year return period upto T = 200. The LN3 distribution wasthe better
fitting distribution on 42 (68%) of the 65 watersheds. About 25% of all watershedswith 10
or more years of record did not provide good estimates of return period flows due to the
shortness of streamflow records. These watersheds had an upper 95% confidence limit on
the 1:100 year return period which wasdoublethe estimate. Generally, the confidenceinthe
estimate for long return periodsislow when the sample sizeis small. It isclear that return

period flows should not be used for some stations with small sample sizes.

Theidand wasdividedinto 4 hydrol ogically homogeneousregions. Thedivisonwas
based on: previous studies, the availability of reliable data, regiona flood characteristics,
regional precipitation characteristics, regiona physiographic characteristics, and the results
of regression analyseson test regions. Fifty stations (50) were used for regional analysisand
the remaining stationswere used for testing. Morethan 100 test regressionswere conducted
and evaluated. Watershedswith largedrainageareas (>1000 km?) werereadily dropped from
the analyses if their residuals, leverage or influence was high. Watersheds with drainage
areas less than 100 km? were retained for analysis unless their residualsindicated that they
were an outlier. Leverage and influence considerations were relaxed dightly for these
watersheds so that the regression equations would be applicable to watersheds in thisrange

of drainage areas.

Physiographic datawas compiled for the additional 26 watershedsused in thisstudy.
A new Lake Attenuation Factor (LAF) parameter wasintroduced. Thisparameter takesinto
account the size and the relative size of the area drained by large (>1% drainage areq) lakes

in awatershed.
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Equationsweredevel oped for each of thehydrol ogically homogeneousregionswhich
provided predictions of return period flood estimates based on physiographic data. A
forward stepwise regression was performed. The coefficients and variables in the final
regional equationswere selected based onthefollowing criteria: the coefficient of correlation
between the dependent and independent variables had to be significantly high, the standard
error of the estimate had to beaminimum, thefinal predictor variableshad to beindependent
of each other, entry into the regression equation had to be significant at a5% level using the
F-ratio, the number of physiographic parameters in the regression equations had to be

minimal.

The regression equations derived in this study cannot be used on all watersheds.
Many ungauged watersheds have physiographic parameters which are outside the range of
physiographic parameters which were used in the devel opment of the regression equations.
Extrapolation of results beyond the extremes of physiographic parameters used in the
development of the regression equation is not generally recommended. The number of
watersheds to which the regression equations may be applied hasincreased. Thisstudy had
more watersheds available for analysis and thus a broader spectrum of physiography. The
minimum drai nage areain the North-west Region decreased from 93.2km?to 33.5 km?. The

minimum FACL S was reduced in the other regions.

Drainage area (DA) was by far the most important physiographic parameter in all
regions except the South-west Region where DA was forced to be the most important
parameter. The (Lake Attenuation Factor) LAF parameter was selected as the second
parameter in all regionsexcept the South-west Region wherethe (L akesand Swamps Factor)
L SF was selected as the second parameter. The squared multiple R (SMR) statistic wasin
the 91-97% range in all regions except the South-west Region where SMR was in the 83-
92% range. The standard error of the estimate (SEE) was in the 0.09-0.16 range in all
regions except the South-west Region where SEE was in the 0.14-0.24 range. These
statistics apply to log (to base 10) transformed data. Other parameter(s) could have been
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included in some of the regions, and at some of the return periods, based on the F statistic.
It was decided to stop at thislevel for several reasons: to minimizethe number of parameters
in the equation, SEE was considered low, SMR was considered high, there was anegligible
increasein the SMR with additional parameters, therewasanegligible decreasein SEE with
additional parameters, the chances of spurious correlation increase with an increase in the
number of independent variables in the regression equations, because F statistics for
significant third parameters while greater than 4.0 were much lessthan the F statistic for the
first and second parameters, and to achieve some consistency across regions and return
periods. After theinclusion of two parametersin the regional regression equations, nearly

all of the variation in flood flows was explained.

Previous studies attempted to maximize the correlation and minimize the error by
includingall statistically significant variablesin theregional regression equations. Theresult
was, near-perfect correlationsand very small errors associated with theflood estimates. The
near-perfect correlations and small errors are unredlistic given the complexities of
statistically modelling floods, and given the error associated with flood values. Previous
studies may have included too many parameters. Since accurate estimates can be obtained
with only 2 parameters, and because the parameters are consistent through all return periods
in 3 of 4 regions, the regression equations devel oped in this study must be considered more

robust. The equations for the NW, NE and SE Regions were of the form:
Qr = Cx (DA)* x (LAF)®
Where: Q; isthereturn period flood estimate,
C, al and a2, are constants which depend on the desired return period,
DA isthe drainage area of the watershed, and

LAF isaLake Attenuation Factor.

The equation for the SW Region was of the form:
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Qr =Cx (DA)* x (LSF)*

L SF isaLakes and Swamps Factor.

The standard error of the estimate in the South-west Region was much higher than
the error in the other regions. In addition, the L SF was sensitive to abstraction errors. An
“Upper Envelope Curve’ was devel oped which looked at only those watersheds which had
high peak flows per unit area. Thiscurve, while biased towards higher flood flows, had less
error and an improved correlation. Within the applicable drainage area range, these floods
represent the highest in magnitude on the island. The regression equation for the “ Upper

Envelope Curve” was of the form:

Qr=Cx (DA)*

The accuracy of the regression equations was assessed using the data set that
produced them and using an independent data set. The independent data set consisted of
peak flow series that were not used in the formulation of the regional regression equations.
Themedian absol ute percentage difference between the frequency analysisestimatesand the
regression equation estimatesfor all stationsused in theregional analysisranged from 8.0%
to 30.9%. The median absolute percentage difference between the flood estimates and the
regression equation estimates for stations not used in the regional analysis ranged from
20.8% to 50.6%. The higher percentages were expected as the independent data set was
composed primarily of stations which were removed from the main data set because of the
low confidence in their flood estimates. A flood index method had to be used on some
watersheds in the independent data set to obtain realistic flood estimates at high return
periods. The LN3 and GEV distributions, which were used to model the high flows,
provided unrealistic curve extensions at high return periods on some watersheds which had
few data. The flood index method can provide a useful check at long return periods on

watersheds with less than 15 years of data.
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The regression equations provided in this study can provide two estimates of return

period flood flows on ungauged watersheds. It is advisable to use several methods to

estimate design floods. Previous regional flood frequency analysis can be used as checks.

In addition, single station frequency analysis on nearby hydrologically similar watersheds

may be useful. Regional flood index estimates can also be used asacheck. Flood flowscan

also be simulated using computer intensive techniques on an event basisfor agiven design

storm, or on a continuous basis from climatic data.

A Users Guideand Electronic Sporeadsheet for thisregional flood frequency analysis

is available under a separate cover.

1)

2)

3)
4)

5)

The main recommendations were:

The regional regression equations developed in this study are recommended for
estimating return period flood flows on ungauged watersheds or on watersheds with
less than 10 to 20 years of flood data.

In the South-west Region, the “Upper Envelope Curve’ is recommended where
flooding may threaten life or cause severe flood damages.

It isrecommended that the regional flood frequency analysis be updated in 5 years.
M orestreamflow gaugesare required along the south coast from Isleaux MortsRiver
to Bay du Nord River.

Thereis aneed for a separate model for floods on small (< 50 km?) watersheds.



This page has been
intentionally
left blank.



1 INTRODUCTION

1.1  Background

Flood flow estimates are required in Newfoundland riversfor the design of instream
structures (culverts, bridges, spillways, etc.) and for floodplain management (floodway
zoning). The locations for which flood flow estimates are required usually do not have
streamflow data which could be used to directly estimate the flood flows. Because it is
impractical to gaugeall river reachesin the provincefor peak flow, regional flood frequency
analyses have been employed to provide estimates of peak flow where no gauge exists.
Regional Flood Frequency Analyses are essential to flood flow estimation on ungauged
rivers. This study, like three previous studies (1971, 1984, 1990), will derive a set of
eguations for estimating return period flood flows in ungauged watersheds.

Regular updates of the Regional Flood Frequency Analysishave been recommended
in previous studies and are justified based on the expanded hydrometric and physiographic
databases. more watersheds are available for analysis, periods of record are longer, and the

range of physiographic parameter values has increased.

The annual cost of flooding to public property in the province is estimated to bein
the hundreds of thousands of dollarsrange. Accurate flood estimation using regional flood
frequency analysiswill alow for the efficient design of instream structures by minimizing
capital and flood damage costs. This is particularly relevant since many of the instream

structures are constructed and repaired by the province.

Apart from the monetary losses to the province and individuals, homes have been
washed away, personal possessions have been lost, and there hasbeen loss of life. Floodway
zoning, which is based on flood flows estimates, hel ps to minimize the monetary and non-

monetary costs of flooding.
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Objective

The objectiveof thisstudy wasto develop aset of equationsto estimate return period

flood flows in ungauged watersheds.

1.3

M ethodology

The following methodology was used:

The characteristics of floods were examined along with the climatic
considerations and the physiographic influences.

A database of flood flowswas created, missing datawere estimated, and the
flood series were statistically and hydraulically screened.

A single station frequency analysiswas conducted on each flood seriesusing
the Generalized Extreme Value and the Three Parameter Log-normal
probability distributions.

The best estimates of the 2-, 5-, 10-, 20-, 50-, 100-, and 200-year flood flows
were selected.

Regions were formulated based on flood, climatic and physiographic
characteristics as well as previous studies, the availability of flood data and
the results of regression analysis on test regions.

The physiographic database was updated and anew physiographic parameter
was formulated: Lake Attenuation Factor (LAF).

Mathematical equations were formulated so that return period flood flows
could be estimated on ungauged watersheds.

The equations for predicting return period flood flows were tested using an
independent data set.

The results of this study were compared to previous studies.
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A note was provided on the application of the regional flood equations and
on flood flow estimation in general.
The methodology and the results of the study were discussed, conclusions

were drawn, and recommendations were made.
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2. FLOODSIN NEWFOUNDLAND

21 Definition of a Flood

A flood is defined as the highest instantaneous river discharge in ayear. On the
island of Newfoundland, floodsare caused by rainfall, snowmelt, or acombination of rainfall
and snowmelt. For the purposes of thisstudy, floods exclude high flows caused by icejams,
dam breaks, tidal surges, reservoir operations, diversions, debrisjams, etc. Only natural river

flows were considered.

2.2 Characteristics of Floods

On the island of Newfoundland, floods can be characterized by their magnitude,

timing and causative factors.

The magnitude of floods are not easily comparable between watersheds since they
arehighly dependent on drainagearea. Thisrelationship, however, isnonlinear. 1nthe 1990
study, power coefficientsin the range of 0.627 to 0.999 have been estimated for regressions
involving return period flows and drainage areas only. A power coefficient of 0.8 was
selected to apply to the drainage area before it was divided into the flood magnitude. This
procedure enabled regional comparison of flood magnitudes. Later, the power coefficient
for drainage area was dropped since it did not improve our understanding of regional
differences in flood magnitude and because flood magnitudes per unit area had an easily
understood physical meaning. For most applications, return period flows longer than the
mean annual flood are required. The 1:20 year return period flows (calculated in the next
chapter) were selected to describe the magnitude of return period flows since this return
period struck the right balance between accurate estimates and return periods which are
commonly used in hydrological design (1:10, 1:25 and 1:100). The magnitudes of the 1:20

year return period flows per unit area are shown in Figure 2.1. The 1:20 year return period
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flows per unit area were highest in the south-west.

The moda months of all recorded floods by tertiary watersheds are shown in Figure
2.2. Four natura regions can be identified: Avalon and Burin Peninsulas, Central
Newfoundland, Western Newfoundland, and the South Coast (western half). Onthe Avalon
and Burin Peninsulas floods most frequently occur in February. In Central Newfoundland
(from the south coast to the north coast) floods most frequently occur in April. In Western
Newfoundland (includes Northern Peninsula and excludes south coast) floods most
frequently occur in May. On the South Coast (western half) floods most frequently occur in
November. The number of regions could be reduced to three by combining the Central and

Western Regions. Floods can and do occur in any month of the year.

Floods in February are usually caused by rainfall and snowmelt. Typically, rainfall
accompanied by above zero temperatures, for one or more days, combineto melt some of the
snowpack which resultsin high flows. Floodsin April and May aretheresult of rainfall and
snowmelt. Typically, rainfall on asnowpack, ripened by sustained above-zero temperatures,
combineto produce high flows. Generally, the bulk of the snowpack disappears during this

event. Floodsin November are usually caused by heavy rainfall.

2.3 Climatic Consider ations

Climate plays an important role in the magnitude and timing of floods. The most
important climatic parameter in the magnitude and timing of floods is precipitation. The
amount, form, and time distribution of precipitation are important as well as maximum

rainfall intensities and maximum snow depths.

The mean annual total precipitation for theisland is shown in Figure 2.3 along with
the monthly distribution of rainfall and snowfall at select stations. Precipitation is highest

along the south coast and decreases in a northerly direction. Most of theisland’'s
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Figure 2.2 - Modal Month of Recorded
Floods by Tertiary Watershed
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Figure 2.3 Mean Annual and Monthly Distribution of Precipitation
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Figure 2.4 Mean Annual Snowfall and Mean Monthly Snow Depth
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precipitation is of the cyclonic type. Low pressure systems generally approach from the
south-west. Thisaccountsfor the higher precipitation along the south and west coasts. An
orographiceffectisevident. Several precipitation regionscould bedelineated: South Coast -
Burin Peninsula (1300 mm to 1600 mm), Avalon Peninsula (1100 mm to 1500 mm), Eastern
Newfoundland (1100 mm to 1200 mm), Central Newfoundland (1000 mm to 1100 mm),
Northern Peninsula (900 mm to 1100 mm), and Western Newfoundland (1100 mm to 1200
mm). Themonthly distribution of total precipitation showsslightly less precipitationinlate
spring - early summer. For the northern half of the island, monthly rainfall is highest in
August. For the southern half of the island, monthly rainfall is highest in October or

November.

The 1:50 year return period 24 hour rainfall amounts, shownin Table 2.1, are sorted
by latitude. The higher values along the south coast (lower latitudes) show why thisregion
experiences floods due to rainfall. The 24-hour period was used since floods on medium
sized watershedsin Newfoundland are associated with rainfalls near thisduration. The 1:50

year return period was selected because it provided reliable estimates of heavy rainfalls.

Mean annua snowfall and mean monthly snow depth is shown in Figure 2.4.
Snowmelt plays an important part in generating floods in Central and Western
Newfoundland. Annual snowfall in thisregion is between 200 cm and 400 cm with afew
local highs near 450 cm. Annual snowfall isgenerally less than 200 cm on the Avalon and
Burin Peninsulas. Maximum snow depths occur near the end of March. Maximum snow
depthsincreasewith latitude. Mean maximum snow depthsvary from ahigh of over 120 cm
at St. Anthony in the north, to the 40 - 70 cm range at the mid latitudes, to the 30 - 40 cm

range along most of the south coast.

24  Physiographic Influences

Watershed characteristics such as. drainage area, the amount and location of natural
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storage, watershed slope, watershed shape, soils, vegetation, land use, etc., influence the

Table2.1 1:50 Year Return Period 24 Hour Rainfall Amounts

ID # Station Latitude 1:50 Year Rainfall n
Amount (mm)

8403401 | St. Anthony 51° 22 87.7 19
8401400 | Daniel’s Harbour 50° 14' 122.9 22
8401259 | Comfort Cove 49° 16' 814 23
8401501 | Deer Lake Airport 49° 13 68.7 25
8401700 | Gander Int’'l Airport 48° 57 87.1 48
8403800 | Stephenville Airport 48° 32 109.7 23
8403290 | St. Alban’'s 47° 52 166.2 14
8403506 | St. John's Airport 47° 37 105.2 31
8400798 | Burgeo 47° 37 118.5 23
8402975 | Port aux Basques 47° 34 1331 16
8403615 | St. Lawrence 46° 55' 116.4 22

flood response of drainage basinsto hydrometeorological inputs. Watershed characteristics
are sometimes difficult to quantify and thus are represented by a number of physiographic
parameters. Physiographic parameters are measures of watershed characteristicswhich are
relatively easy to extract from topographic maps. Physiographic datawas compiled for the
gauged watersheds used in this study. The database is provided in section 4. In addition a
narrative is provided on the influence of some of the more important parameters on flood
flows. Detailson physiographic parameter abstraction are provided in Appendix A. Single
station frequency analyses of floods on gauged watersheds were used with their
physiographic parameters to arrive at regional equations for flood estimation on ungauged
watersheds.
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3. SINGLE STATION FLOOD FREQUENCY ANALYSIS

3.1 Data Base

Initially, thedatabasefor single station flood frequency analysisconsisted of all flood
data to 1995 for 114 gauged watersheds on the island of Newfoundland as listed in
Environment Canada sHY DAT compact disc version 4.95. Preliminary datafor 1996 was
acquired directly from Environment Canada. Regulated watershedswere removed from the
database as well as watersheds with less than 7 years of peak flow data. In addition,
watersheds which drain urban areas were removed. There were 18 regul ated watersheds, 9
watershedswith lessthan 7 years of record, and 8 watershedswhich drain urban areas. Nine
(9) watersheds which had 7 to 9 years of record were retained for testing regional regression
equations. The remaining 70 watersheds which had 10 or more years of record were
subjected to datareview and statistical screening. Five (5) watersheds were removed from
the data base asaresult. In addition, portions of the records on several of the remaining 65
watersheds were deleted. The 70 watersheds which were considered for regional analysis
arelisted in Table 3.1. Thelocations of the hydrometric stations are shown in Figure 3.1.

3.2 Estimation of Missing Data

Missing annual maximum instantaneous discharge data were estimated from the
available annual maximum daily discharge data using regression analysis techniques. A
linear and anon-linear regression between theannual maximum instantaneousdischargedata
and the annual maximum daily discharge data was performed. Visual outliers were
discarded. For the linear regression, the y-intercept was computed and was aso forced
through the origin. For the non-linear regression, the data were transposed by taking
logarithms to base 10. Agreement was sought between the estimates calculated from the

regression equations. One estimate was selected.
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Peak flow series on watersheds which short periods of record were not extended
using correlation analysis as had been the case in a previous regiona flood frequency
analysis(1990). Correlation analysisresultsinapeak flow serieswhich hasalower variance
than if the series were composed entirely of natural flows. In the 1990 analysis, 11
watershedshad their peak flow seriesartificially lengthened. Correlation coefficientsranged
between 0.59 and 0.85. Peak flow records at least doubled in length for most watersheds.
In the extreme case, one watershed had the length of its peak flow seriesincrease by more

than 5 times its natural record length.

3.3 Data Review

Data review consisted of: a review of the stability of the gauging datum and an
examination of the stage discharge curve at high flows, areview of the history of physica
changes(eg. fires, diversions, changesto channel geometry) to the watershed, and statistical
testing of the annual maximum instantaneous discharge data. A station by station review is

summarized in Appendix B.

A review of the stability of the gauging datum and an examination of the stage
discharge curve, especialy at high flows, was performed on 21 watersheds in a previous
regional flood frequency analysis(1984). Modification to peak flow seriesinthat study were
included in the present study except as indicated in the station by station review. For the
remaining watersheds the annual maximum instantaneous discharges as published/provided

by Environment Canada were used.

The physical changeswhich have occurred in Newfoundland watersheds which had
an effect on peak flows included fires which burnt a substantial portion of the watershed,
diversionswhereasignificant portion of thewatershed hasbeen diverted to or imported from

another watershed, and outlet channels which have been excavated. Information on the
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Table3.1 Data Basefor Frequency Analysis
Station Station Name Area Start Finish | Sample
Number (km?) Y ear Y ear Size
02YA001 Ste. Genevieve River near Foresters Point 306 1970 1996 27
02YA002 Bartletts River near St. Anthony 336 1986 1996 11
02Y C001 Torrent River at Bristols Pool 624 1959 1996 38
02Y D001 Beaver Brook near Roddickton 237 1960 1978 19
02Y D002 Northeast Brook near Roddickton 200 1980 1996 17
02YE001 Greavett Brook above Portland Creek Pond 95.7 1980 1996 17
02Y F001 Cat Arm River above Great Cat Arm 611 1969 1982 14
02Y G001 Main River at Paradise Pool 627 1986 1996 11
02Y G002 Middle Arm Brook below Flat Water Pond 224 1987 1996 10
02YHO001 Bottom Creek near Rocky Harbour 334 1985 1996 12
02YJoo1 Harrys River below Highway Bridge 640 1969 1996 28
02Y J003 Pinchgut Brook at outlet of Pinchgut Lake 119 1986 1996 11
02Y K002 Lewaseechjeech Brook at Little Grand Lake 470 1953 1996 35
02Y K003 Sheffield River at Sheffield Lake 362 1956 1966 11
02Y K004 Hinds Brook near Grand Lake 529 1957 1979 23
02Y K005 Sheffield Brook near Trans-Canada Highway 391 1973 1996 24
02YK007 Glide Brook below Glide Lake 112 1984 1996 13
02Y K008 Boot Brook at Trans-Canada Highway 204 1985 1996 12
02YL001 Upper Humber River near Reidville 2110 1929 1996 68
02YL004 South Brook at Pasadena 58.5 1983 1996 14
02YL005 Rattler Brook near Mclvers 17.0 1985 1996 12
02YM001 Indian Brook at Indian Falls 974 1955 1996 41
02YM002 Indian Brook Diversion to Birchy Lake ? 1964 1978 15
02YM003 Southwest Brook near Baie Verte 93.2 1980 1996 17
02YNO002 Lloyds River below King George IV Lake 469 1981 1996 16
02Y 0006 Peters River near Botwood 177 1981 1996 16
02Y 0007 Leech Brook near Grand Falls 88.3 1984 1995 12
02Y 0008 Great Rattling Brook above Tote River Confluence 823 1984 1996 13
02Y 0010 Junction Brook near Badger 61.6 1985 1996 12
02Y P001 Shoa Arm Brook near Badger Bay 63.8 1982 1996 15
02Y Q001 Gander River at Big Chute 4400 1959 1996 47
02Y Q002 Gander River at outlet of Gander Lake 4160 1924 1939 14
02Y Q004 Northwest Gander River near Gander Lake 2150 1983 1996 14
02Y Q005 Salmon River near Glenwood 80.8 1987 1996 10
02YR001 Middle Brook near Gambo 275 1959 1996 38
02YR002 Ragged Harbour River near Musgrave Harbour 399 1977 1996 20
02YR003 Indian Bay Brook near Northwest Arm 554 1981 1996 16
02Y S001 TerraNovaRiver at Eight Mile Bridges 1290 1953 1984 31
02Y S003 Southwest Brook at Terra Nova National Park 36.7 1968 1996 29
02Y S005 TerraNovaRiver at Glovertown 2000 1985 1996 12
02ZA001 Little Barachois Brook near St. Georges 343 1979 1996 18
02ZA002 Highlands River at Trans-Canada Highway 72 1982 1996 15
02ZA003 Little Codroy River near Doyles 139 1982 1996 15
02ZB001 Isle aux Morts River below Highway Bridge 205 1962 1996 35
02ZC002 Grandy Brook below Top Pond Brook 230 1982 1996 15
02ZD002 Grey River near Grey River 1340 1970 1996 19
02ZE001 Salmon River at Long Pond 2640 1944 1965 21
02ZF001 Bay du Nord River at Big Falls 1170 1951 1996 45
02ZG001 Garnish River near Garnish 205 1959 1996 38
02ZG002 Tides Brook below Freshwater Pond 166 1977 1996 20
02ZG003 Salmonier River near Lamaline 115 1980 1996 17
02ZG004 Rattle Brook near Boat Harbour 42.7 1981 1996 16
02ZH001 Pipers Hole River at Mothers Brook 764 1953 1996 44
02ZH002 Come by Chance River near Goobies 433 1961 1996 28
0273001 Southern Bay River near Southern Bay 67.4 1977 1996 20
0223002 Salmon Cove River near Champney’s 736 1983 1996 14
0273003 Shoal Harbour River near Clarenville 106 1986 1996 11
02ZK001 Rocky River near Colinet 301 1949 1996 48
02ZK 002 Northeast River near Placentia 89.6 1979 1996 18
02ZK003 Little Barachois River near Placentia 37.2 1983 1996 14
02ZK004 Little Salmonier River near North Harbour 104 1983 1996 14
02ZK 005 Trout Brook near Bellevue 50.3 1986 1996 11
02ZL003 Spout Cove Brook near Spout Cove 10.8 1979 1996 18
02ZL.004 Shearstown Brook near Shearstown 28.9 1983 1996 14
02ZL005 Big Brook at Lead Cove 112 1985 1996 12
02ZM006 Northeast Pond River at Northeast Pond 3.63 1954 1996 43
02ZM009 Seal Cove Brook near Cappahayden 53.6 1979 1996 18
02ZM016 South River near Holyrood 17.3 1983 1996 14
02ZN001 Northwest Brook at Northwest Pond 53.3 1966 1995 30
02ZN002 St. Shotts River near Trepassey 15.5 1985 1996 12

Note:  Sample size may not coincide with the start and finish years due to missing data.
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physical changes which have occurred in gauged watersheds was obtained from previous

reports and personal communication from Environment Canada.

All data sets with 10 or more years of data underwent non-parametric statistical
testing to ensure that the preconditions of frequency analysis are met: that the data are
independent of one another, that there is no trend in the data, that the data are random, and
that the data are drawn from a homogeneous population. These tests are contained in the
computer program Consolidated Frequency Analysis 88 (CFA88) (Environment Canada,
1985). Outliers exert a stronger influence on the position of the regression line than other
data CFAB88 detectsoutliers. Their trestment was asfollows. Low outlierswere removed
and the plotting positions were maintained. High outliers were deleted from the data set
when the skewness of the natural og transform was greater than 0.4 and when it resulted in
a reduction of the skewness to less than 0.4. Details on the statistical testing and the
evaluation of the test statistics can be found in Appendix C. Test results are tabulated in
Table 3.2. Stationswhich had less than 10 values did not undergo statistical testing sincea
minimum of 10 values were recommended for these tests. All data sets were visually

inspected for any obvious trends or changes in the peak flow series.

The02Y HOOL data set had arelatively short period of record (1985-96). The dataset
was highly skewed. After removal of ahigh outlier, skewnesswas reduced to an acceptable

level.

The 02Y K002 data set failed all statistical tests. This data set had arelatively long
period of record (1954-96). The following years were missing 1955, 1967-72, and 1981.
Environment Canadaindicated that the outlet channel of thiswatershed had been excavated
in 1962, causing a decrease in the water level on Little Grand Lake. The time series of
annua maximum instantaneous discharges showed an increase in the magnitude of average
peak flows of nearly 70% for the 1973-96 period over the 1954-66 period. Only the 1973-80
and 1982-96 portions of the records (n=23) were retained.
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Table3.2 Results of Statistical Screening
Station Sample 1?2 | T?2 | R? | H? High High
Number Size Skew? Outliers?
02YA001 27 Y N Y * Y N
02Y A002 11 Y N Y * Y N
02Y C001 38 Y N Y * N N
02Y D001 19 Y N Y * N N
02Y D002 17 Y N Y * N N
02YEO001L 17 Y N Y * N N
02Y F001 14 Y N Y * N N
02Y G001 11 Y N Y * N N
02Y G002 10 Y N Y * N N
02YHO001 12 Y N Y * Y Y
02Y Jo01 28 Y N Y * N N
02Y J003 11 Y N Y * N N
02Y K002 35 N(1%) Y (1%) N(5%) N(1%) N N
02YK003 11 Y N Y * N N
02Y K004 23 Y N Y N(5%) N N
02Y K005 24 Y N Y * N N
02Y K007 13 Y N Y * N N
02YK008 12 Y N Y * N N
02YL001 68 Y N Y * N N
02YL004 14 Y N Y * Y Y
02YL005 12 Y N Y * Y N
02YMO001 41 Y N Y Y N N
02YM002 15 Y N Y * N N
02YMO003 17 Y N Y * N N
02YN002 16 Y N Y * N N
02Y 0006 16 Y N Y * Y Y
02Y 0007 12 Y N Y * Y N
02Y 0008 13 Y N Y * N N
02Y 0010 12 Y N Y * Y N
02Y P001 15 Y Y (5%) Y * Y Y
02Y Qoo1 47 Y N Y * N N
02Y Q002 14 Y N Y * N N
02Y Q004 14 Y N Y * N N
02Y Q005 10 Y Y(5%) Y * N N
02YR001 38 Y N Y * N N
02YR002 20 Y N Y * Y N
02YR003 16 Y N Y * N N
02Y S001 31 Y N Y * Y N
02Y S003 29 Y N Y * N N
02Y S005 12 Y N Y * N N
02ZA001 18 Y N Y * N N
02ZA002 15 Y N Y * Y N
02ZA003 15 Y N Y * N N
02ZB001 35 Y N Y * N N
022C002 15 Y N Y * N N
02ZD002 19 Y N Y * N N
02ZE001 21 Y N Y * N N
02ZF001 45 Y Y (5%) Y * Y Y
027G001 38 N(5%) N Y * N N
022G002 20 Y N Y * N N
02ZG003 17 Y N Y * N N
022G004 16 Y N Y * N N
02ZH001 44 Y Y (1%) Y * N N
02ZH002 28 Y N Y * N N
027001 20 Y N Y * N N
022002 14 Y N Y * Y Y
02723003 11 Y N N(5%) * Y N
02ZK001 48 Y N Y * N N
02ZK002 18 Y N Y * N N
02ZK003 14 Y N Y * N N
02ZK 004 14 Y N Y * Y N
02ZK 005 11 Y N Y * Y N
0271003 18 Y N Y * N N
0271004 14 Y N Y * N N
0271005 12 Y N Y * Y N
02ZM006 43 Y N Y * N N
02ZM009 18 Y N Y * % Y
02ZM016 14 Y N Y * N N
02ZN001 30 Y Y (5%) Y * N N
02ZN002 12 Y Y (1%) Y * N N
Notes: | ?- Independent 2, T ?- Trend ?, R ?- Random ?, H ? - Homogeneous ?, Y - yes, N - no, * - no testing performed,

Y (X%) - yesat an “X" % level of significance, N(X%) - no at an “X" % level of significance
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The 02Y K004 data set had 23 values and a period of record from 1957 to 1979.
Environment Canadaindicated that the outlet channel of thiswatershed had been excavated
in 1962. The data set failed the split sample homogeneity test by time at 5% but not at 1%.
Vaues were retained only for the years 1963-79 (n=17).

The 02Y L004 data set had arelatively short period of record (1983-96, n=14). One
high outlier was detected and removed (January 1983 flood). The high skewness was
reduced to an acceptable level.

INn 1963, apartial diversion of the 02Y M 001 watershed split the data set in two parts:
1955-63 (n=9) and 1964-96 (n=32). A visua check on the annual maximum instantaneous
discharges did not reveal any change in peak flow rates. In addition, a split sample test by
time did not find any significant difference in the populations. The first data set was too
small for frequency analysis. The second data set includes an ungauged amount of water

contributed from another basin. This data set was discarded.

The 02YMO002 data set had a period of record from 1964 to 1978. This station
metered the diverted part of 02YMOO1. This diversion, however, is only partial, and
therefore, this data set was discarded.

The 02Y O006 data set had a period of record from 1981 to 1996. One high outlier
was removed (January 1983 flood) which reduced the skewness to an acceptable level.

The02Y PO01 dataset had arelatively short period of record (1982-96). A trend was
detected at 5%. After removal of ahigh outlier (January 1983 flood), the trend disappeared

aswell asthe high skewness.

The 02YQO002 data set is relatively old (1924-39). All annual maximum

instantaneous discharges had to be estimated from the annual maximum daily discharges.
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Thisgaugewasmoved further downstream to the 02Y Q001 locationin 1950. The02Y Q002
data set was discarded in favour of the 02Y Q001 data set.

The 02Y Q005 data set had a relatively short period of record (1987-96). A

significant trend was detected at 5% but not at 1%. The trend was assumed to be by chance.

The 02ZF001 data set had arelatively long period of record (1951-96). The January
1983 flood was ahigh outlier and wasremoved. The data set failed thetest for trend at 5%.
In addition, the data set failed the split sample homogeneity test by time (1951-74, 1975-96)

at 1%!' This station was discarded because of the unexplained trend and non-homogeneity.

The 02ZG001 data set had arelatively long period of record (1959-96). Thisseries
failed the test for independence at 5%. The 1984 study eliminated the years 1959 to 1962
because of problems with the rating curve. In addition, the 1962 value was a significant
outlier which could not be confirmed by surrounding stations. After these values were
removed, skewness was reduced to acceptable level and the data set passed the test for

independence.

The 02ZH001 data set had arelatively long period of record (1953-96). The data set
showed asignificant (increasing) trend at 1%! A firein 1961 had asignificant effect on peak
flows. Since most of this basin had low scrub trees, the vegetation was reestablished afew
years later. When the values for 1953 to 1964 were deleted from the data set, the trend
disappeared.

The 022J002 data set had short period of record (1983-96, n=14). Four (4) missing
valuesincluding the highest on record wereestimated. The dataset displayed high skewness
even after theremoval of 2 high outliers. Considering the small sample size, the number of

missing data, and the high skewness, this data set was discarded.
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The 022J003 data set had short period of record (1986-96, n=11). The data set
displayed high skewness. The dataset also failed thetest for randomnessat 5%. Sincethere
was no known physical reason for this cycle, it was assumed to be by chance. A certain
number of test failures can be expected given the level of significance and the number of

tests performed.

After removal of ahigh outlier in the 02ZM009 data set the skewness was reduced
to an acceptable level.

The 02ZN001 data set had a long period of record (1966-95, n=30). This data set
failedthetest for trend at 5%. Peak flowsappear to beincreasing withtime. Sincetherewas

no known physical reason for this trend it was assumed to be by chance.

The 02ZN002 data set had a short period of record (1985-96, n=12). This data set
failed the test for trend at 1%! Contrary to 02ZN001, peak flows appear to be decreasing
withtime. Since there wasno known physical reason for thistrend it was assumed to be by

chance.

34  Single Station Frequency Analysis

3.4.1 Probability Distributions

Similar to the 1990 study, the computer program CFA88 was used for frequency
anaysis. Sixty-five (65) data sets were available for frequency analysis. The available
distributionswere: the Generalized Extreme Vaue (GEV), the Three Parameter L og-normal
(LN3), theLog-Pearson Typelll (LP3), and the Wakeby distributions. TheL P3 and Wakeby
distributions were not used because the 1990 study concluded that the differences between

these fits and the empirical distributions were often higher than those for the GEV and the
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LN3. Distribution parameters were estimated using maximum likelihood theory.

3.4.2 Selection of aDistribution

The choice between the GEV or the L N3 distribution was based on the mean absolute
deviation between thetheoretical and empirical probabilitiesof the upper half of the data set.
A smaller average absolute deviation would indicate a better fitting distribution. The upper
half of the data set was defined as the median and all values above the median. Only the
upper half of the data set was used becauseit isthis portion of the curve with which we have
the most interest: the 2-year return period and above. The mean absolute deviation of the
upper half of each data set islisted in Table 3.3 along with selection of the best probability
distribution. The LN3 distribution was the better fitting distribution on 42 (68%) of the 65
watersheds.

Asacheck on the suitability of these distributionsfor the flood data, the KS test was
performed. This non-parametric test examines the maximum difference between the
theoretical and empirical probabilities to seeif the distributions are significantly different.
Both distributions passed the test at a 20% level of significance for al flood series.

3.4.3 Results

The estimated flow rates for the 2-, 5-, 10-, 20-, 50-, 100-, and 200-year return
periods are listed in Table 3.3. Generally, the confidence in the estimate for long return
periods is low when the sample size is small. Return period flows were qualified by
calculating the 95% confidence interval around the estimates of the 2-, 20- and 100-year
return period flows. The confidence intervals were calculated assuming aL N3 distribution
in al cases. The confidence intervals in Table 3.4 are given as a percentage of the LN3
return period flows. Typica upper and lower 95% confidence intervals are indicated in

Table3.4 asthe medians of the upper and lower 95% confidenceinterval sof each station and
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return period. Large confidence intervalsindicated small sasmple size and / or a poor LN3
fit to the data. Given the magnitude of some of the confidence intervals at high return
periods, it is clear that return period flows should not be used for some stations with small
samplesizes. The median sample sizewas 16. It wasinteresting to note that in some cases
the confidence in the estimate was smaller at longer return periods. Inthese casesthe LN3

distribution was upper bounded.
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Table3.3 Selection of the Distribution and Retur n Period Flows

Station n MA MA PDF | Area Q2 Q5 Q10 Q20 Q50 | Q100 | Q200
Number D D (km?)
GEV | LN3
02YA001 27 0.0434 0.0386 LN3 306 30.1 40.4 48.3 56.8 69.1 79.2 90.1
02Y A002 11 0.0322 0.0301 LN3 33.6 145 26.8 418 63.5 105 150 209
02Y C001 38 0.0128 0.0128 LN3 624 187 251 294 338 395 439 485
02Y D001 19 0.0358 0.0342 LN3 237 96.9 129 152 174 204 228 252
02Y D002 17 0.0343 0.0334 LN3 200 38.0 49.4 57.4 65.5 76.6 85.4 94.4
02YEO001 17 0.0458 0.0415 LN3 95.7 414 52.9 60.1 66.8 75.2 814 87.5
02Y F001 14 0.0587 0.0478 LN3 611 260 337 397 460 552 627 708
02Y G001 11 0.0400 0.0422 GEV 627 291 370 414 451 493 520 544
02Y G002 10 0.0609 0.0575 LN3 224 45.6 65.2 79.0 92.7 111 126 141
02YHO0O1la 11 0.0443 0.0482 GEV 334 4.52 573 6.46 711 7.89 8.43 8.93
02Y Jo01 28 0.0169 0.0187 GEV 640 312 415 483 549 634 698 762
02Y J003 11 0.0294 0.0269 LN3 119 313 36.6 387 40.2 417 425 432
02YK002a 23 0.0453 0.0438 LN3 470 119 151 175 201 238 267 299
02Y K003 11 0.0197 0.0218 GEV 362 68.0 85.1 92.7 98.2 103 106 108
02YK004a 17 0.0440 0.0848 GEV 529 97.2 116 127 136 145 152 157
02Y K005 24 0.0266 0.0241 LN3 391 738 93.2 106 118 133 145 157
02YK007 13 0.0242 0.0217 LN3 112 235 29.7 334 36.7 40.7 435 46.2
02Y K008 12 0.0505 0.0399 LN3 20.4 9.77 185 27.2 383 57.0 74.8 96.3
02YL001 68 0.0166 0.0165 LN3 2110 582 709 787 859 948 1010 1080
02YL004a 13 0.0499 0.0444 LN3 58.5 434 64.6 82.0 101 130 154 181
02YL005 12 0.0458 0.1137 GEV 17.0 12.6 24.8 433 779 174 323 604
02YMO003 17 0.0323 0.0334 GEV 93.2 39.3 56.3 67.3 7.7 90.8 100 110
02YN002 16 0.0226 0.0206 LN3 469 172 251 315 384 485 570 663
02Y O006a 16 0.0822 0.0714 LN3 177 43.0 54.1 61.1 67.7 76.1 82.3 88.4
02Y 0007 12 0.0562 0.0452 LN3 88.3 273 37.3 48.3 62.8 88.7 114 147
02Y 0008 13 0.0296 0.0207 LN3 823 218 291 343 395 466 522 581
02Y 0010 12 0.0485 0.0426 LN3 61.6 9.22 155 226 32.6 51.0 69.8 94.0
02Y P0Ola 14 0.0319 0.0288 LN3 63.8 225 26.2 27.8 29.0 30.1 30.8 314
02Y Q001 47 0.0423 0.0421 LN3 4400 581 731 825 912 1020 1100 1180
02Y Q004 14 0.0601 0.0518 LN3 2150 634 865 995 1110 1240 1330 1420
02Y Q005 10 0.0371 0.0377 GEV 80.8 447 54.3 58.6 61.6 64.4 66.0 67.1
02YR001 38 0.0210 0.0205 LN3 275 27.4 34.4 387 427 475 50.8 54.0
02YR002 20 0.0172 0.0176 GEV 399 64.1 83.8 100 151 151 180 214
02YR003 16 0.0592 0.0626 GEV 554 59.3 71.3 76.7 80.6 84.1 86.0 87.4
02Y S001a 20 0.0469 0.0528 GEV 1290 165 201 227 254 292 323 365
02Y S003 29 0.0273 0.0283 GEV 36.7 13.0 17.0 19.9 228 26.8 29.9 333
02Y S005 12 0.0421 0.0509 GEV 2000 239 297 323 342 359 368 375
02ZA001 18 0.0523 0.0593 GEV 343 115 156 182 205 234 254 273
02ZA002 15 0.0367 0.0331 LN3 72.0 49.9 85.2 121 165 241 313 399
02ZA003 15 0.0249 0.0202 LN3 139 149 211 252 292 344 384 424
02ZB001 35 0.0341 0.0315 LN3 205 340 509 635 765 947 1090 1250
022C002 15 0.0361 0.0345 LN3 230 357 486 577 668 790 886 984
02ZD002 19 0.0338 0.0353 GEV 1340 851 1190 1390 1580 1800 1950 2090
02ZE001 21 0.0651 na GEV 2640 282 348 383 402 443 464 484
02ZG001a 34 0.0344 0.0310 LN3 205 55.9 74.1 86.8 99.4 116 129 143
027G002 20 0.0294 0.0311 GEV 166 46.6 64.7 77.4 90.0 107 120 134
022G003 17 0.0663 0.0557 LN3 115 55.5 79.9 97.2 115 138 157 176
027G004 16 0.0170 0.0148 LN3 427 351 49.0 58.0 66.5 77.4 85.5 93.6
02ZH001a 32 0.0166 0.0172 GEV 764 249 325 369 407 452 483 511
02ZH002 28 0.0243 0.0253 GEV 433 313 434 50.6 56.9 64.3 69.4 74.1
022001 20 0.0331 0.0365 GEV 67.4 217 29.3 34.6 39.9 47.1 52.7 58.6
0273003 11 0.0337 0.0329 LN3 106 30.1 49.4 66.6 86.5 118 145 177
02ZK001 48 0.0223 0.0219 LN3 301 144 199 238 277 329 370 412
02ZK002 18 0.0367 0.0409 GEV 89.6 71.1 106 132 158 195 225 256
02ZK003 14 0.0898 0.0614 LN3 37.2 66.8 79.1 82.7 84.8 86.5 87.4 88.0
02ZK 004 14 0.0362 0.0348 LN3 104 91.3 130 162 197 249 294 342
02ZK 005 11 0.0695 0.0681 LN3 50.3 245 387 50.0 62.3 80.3 95.4 112
0271003 18 0.0189 0.0181 LN3 10.8 8.52 12.2 145 16.8 19.6 21.7 238
0271004 14 0.0389 0.0320 LN3 289 16.0 227 26.8 30.6 353 38.8 421
02ZL.005 12 0.0308 0.0257 LN3 112 4.82 7.26 9.51 12.2 16.4 20.3 24.7
02ZM006 43 0.0245 0.0255 GEV 3.63 3.29 4.46 528 6.11 7.25 8.14 9.08
02ZM009% 17 0.0543 0.0635 GEV 53.6 26.5 29.5 30.8 318 326 331 335
02ZM016 14 0.0436 0.0417 LN3 17.3 12.3 16.7 19.2 21.6 24.4 26.4 28.4
02ZN001 30 0.0462 0.0404 LN3 53.3 379 474 52.8 57.5 63 66.8 705
02ZN002 12 0.0295 0.0223 LN3 15.5 8.07 11.7 14.4 17.3 21.4 24.7 28.3

Notes: n - sample size,
MAD - mean absol ute deviation,
PDF - probability distribution function,
QT - “T” year return period flow in m¥s.
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Table3.4 Ninety-five Per cent (95%) Confidence I nterval
as a Percentage of the LN3 Return Period Flows

Station n L ower Q2 Upper | Lower Q20 | Upper | Lower | Q100 | Upper

Number Limit Limit Limit Limit Limit Limit
02Y A001 27 -10% 30.1 13% -22% 56.8 32% -30% 79.2 A7%
02Y A002 11 -29% 145 49% -62% 63.5 218% -75% 150 365%
02Y C001 38 -10% 187 11% -17% 338 21% -21% 439 27%
02Y D001 19 -13% 96.9 16% -23% 174 31% -29% 228 43%
02Y D002 17 -12% 38.0 15% -23% 65.5 33% -30% 85.4 46%
02Y E001 17 -15% 41.4 17% -21% 66.8 27% -26% 814 36%
02Y FO01 14 -12% 260 17% -27% 460 44% -36% 627 67%
02Y G001 11 -17% 292 18% -20% 449 22% -23% 523 26%
02Y G002 10 -22% 45.6 30% -34% 92.7 53% -41% 126 2%
02YHO001a 11 -17% 4.53 19% -22% 7.23 27% -27% 8.68 34%
02Y J001 28 -12% 313 14% -18% 554 22% -22% 698 28%
02Y J003 11 -16% 313 12% -10% 40.2 7% -10% 425 6%
02Y K002a 23 -9% 119 12% -20% 201 30% -28% 267 44%
02Y K003 11 -20% 71.2 15% -11% 93.8 6% -9% 98.6 5%
02Y K004a 17 -8% 90.0 13% -29% 167 58% -42% 255 99%
02Y K005 24 -10% 73.8 11% -16% 118 20% -21% 145 27%
02Y K007 13 -15% 235 17% -20% 36.7 23% -23% 435 28%
02Y K008 12 -28% 9.77 51% -54% 38.3 136% -65% 74.8 206%
02YL001 68 -5% 582 6% -8% 859 9% -11% 1010 12%
02YL004a 13 -19% 43.4 28% -37% 101 68% -47% 154 100%
02YL005 12 -39% 16.5 50% -39% 55.4 57% -44% 83.9 70%
02YM003 17 -20% 39.2 24% -26% 79.9 34% -31% 105 42%
02Y N002 16 -17% 172 23% -33% 384 55% -42% 570 80%
02Y O006a 16 -13% 43.0 15% -20% 67.7 25% -24% 82.3 33%
02Y 0007 12 -11% 27.3 21% -42% 62.8 119% -59% 114 215%
02Y 0008 13 -15% 218 20% -27% 395 41% -34% 522 58%
02Y 0010 12 -18% 9.22 37% -55% 32.6 168% -69% 69.8 280%
02Y P00la 14 -13% 225 11% -9% 29.0 % -9% 30.8 %
02Y Q001 47 -7% 581 8% -11% 912 13% -14% 1100 16%
02Y Q004 14 -21% 634 22% -22% 1110 24% -24% 1330 2%
02Y Q005 10 -18% 4.7 16% -15% 62.5 13% -16% 66.0 13%
02YRO0O1 38 -9% 285 10% -13% 42.7 15% -16% 50.8 19%
02Y R002 20 -11% 64.4 15% -25% 121 40% -34% 170 60%
02YR003 16 -13% 58.9 12% -12% 81.9 11% -13% 80.3 12%
02Y S001a 20 -7% 168 9% -19% 254 27% -26% 323 41%
02Y S003 29 -10% 13.0 13% -19% 234 26% -25% 29.9 35%
02Y S005 12 -19% 249 14% -10% 327 6% -9% 344 5%
02ZA001 18 -16% 115 21% -28% 205 41% -35% 254 57%
02ZA002 15 -20% 49.9 35% -47% 165 107% -59% 313 165%
02ZA003 15 -19% 149 23% -27% 292 3% -32% 384 47%
02ZB001 35 -14% 340 17% -23% 765 30% -28% 1090 41%
02ZC002 15 -16% 357 20% -26% 668 38% -33% 886 52%
02ZD002 19 -19% 846 21% -23% 1620 27% -26% 2060 43%
02Z2G001a 34 -10% 55.9 12% -17% 99.4 22% -22% 129 30%
022G002 20 -16% 46.6 19% -24% 91.6 32% -30% 122 43%
02Z2G003 17 -18% 55.5 23% -28% 115 40% -34% 157 53%
022G004 16 -18% 35.1 22% -25% 66.5 32% -30% 85.5 41%
02ZH001a 32 -11% 248 12% -15% 417 17% -18% 509 21%
02ZH002 28 -15% 31.0 17% -19% 58.9 22% -22% 74.8 27%
0223001 20 -14% 21.7 17% -23% 40.6 31% -29% 535 42%
0273003 11 -24% 30.1 40% -47% 86.5 100% -57% 145 149%
02ZK001 48 -10% 144 11% -16% 277 20% -21% 370 27%
02ZK002 18 -21% 70.9 27% -30% 163 43% -36% 230 56%
02ZK003 14 -21% 66.8 13% -7% 84.8 3% -5% 87.4 2%
02ZK004 14 -16% 91.3 23% -34% 197 60% -44% 294 90%
02ZK005 11 -25% 245 3% -41% 62.3 7% -50% 95.4 109%
02ZL.003 18 -19% 8.52 22% -24% 16.8 31% -29% 21.7 39%
02ZL004 14 -22% 16.0 25% -26% 30.6 32% -30% 38.8 39%
02ZL.005 12 -18% 4.82 30% -42% 12.2 93% -54% 20.3 146%
02ZM006 43 -10% 3.28 12% -17% 6.20 21% -21% 8.21 27%
02ZM009%a 17 -7% 26.7 6% -6% 313 4% -6% 32.6 4%
02ZM016 14 -19% 12.3 21% -23% 21.6 27% -26% 26.4 33%
02ZN001 30 -10% 37.9 10% -12% 575 13% -14% 66.8 16%
02ZN002 12 -19% 8.07 27% -35% 17.3 58% -43% 24.7 83%

Median -16% 21% -24% 36% -30% 46%

Notes: n- samplesize,

QT - “T” year return period flow in m¥s.
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4, REGIONAL FLOOD FREQUENCY ANALYSIS

4.1  Regionalization

Division of the island into 4 hydrologically homogeneous regions was based on:
previous studies, the availability of reliable data, regiona flood characteristics, regiona
precipitation characteristics, regiona physiographic characteristics, and the results of

regression analyses on test regions.

Three regional flood frequency analyses have been conducted for streams in
Newfoundland: Poulin 1971, Panu et al 1984, and Beersing 1990. Poulin had only one
regionwith 17 stations. Panu et al had 21 station which were split intwo regions: North and
South. Panu also used the entire island as aregion. Beersing used 4 regions:. Avalon and
Burin Peninsulas, Central, Humber Valley and Northern Peninsula, and Southwestern.
Thirty-nine (39) stations were available for Beersing. A homogeneity test developed by
Darymple (1960), which looks at the ratio of the 10 year flood to the average flood and
comparesit to the average ratio, was used to assist in the delineation of regionsin the 1984
and 1990 studies. Thistest was not used in this study. The test assumes the shape of the
dimensionless flood frequency curve is nearly constant within aregion. The shape of this
curveisdependent on climate (homogeneouswithin region) and physiography (varieswithin

region).

Sixty-five (65) stationswere availablefor frequency analysis. The confidenceinthe
estimates of the return period flows at some stations was very low. Not all stations were
retained for regional analysis. As a cutoff, only those stations which had an upper 95%
confidence level of the 1:100 year flow (based on athree parameter |og-normal distribution)
which were less than 100% of the estimate were retained for regional anaysis. Fifteen (15)
stationswere removed from the analysisand wereretained for testing theregional regression

eguations. Fifty stations(50) remained for regional analysisand sinceat |l east 10 stations per
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region are desirable for multiple linear regression, 5 would be the maximum number of

regions.

Regional flood characteristicsare presented in Chapter 2. The 20-year flood per unit
area provided an indication of the magnitude of floods on aregional basis. Local highs
were identified in south-western Newfoundland and on the south-western part of Avalon
Peninsula. The modal month of theflood provided an indication of the causativefactorsand
theregional flood generating mechanisms. Floodsmaost commonly occurred during February
in the south-eastern region and are usually in the form of arainfall on snow event. In the
north-eastern and north-western regions, floods most commonly occurred during April or
May and are caused primarily by snowmelt. In the south-western region, floods most

commonly occurred during November and are caused by rainfall.

Regional climatic characteristicsare presented in Chapter 2. Theimportant climatic
indices were: the mean annual precipitation, the 1:50 year 24-hour rainfall, mean annual
snowfall, and snow depths. Mean annual precipitation and the 1:50 year 24-hour rainfall
amounts were highest along the southern coast and lowest on the northern coast. Mean
annual snowfall was lowest on the Avalon and Burin Peninsulas. Maximum snow depths

increase with increasing latitude.

Physiography isregiona and the selection of regions must be consistent with major
physiographic features such as: major watershed divides, geology and relief. Regionswere

synthesized from adjoining tertiary watersheds where possible.

After consideration of the regional flood characteristics, precipitation indices, and
physiography, theisland was tentatively divided into 4 regions. Theseregionswere similar
to the regions used in the 1990 study. Over 100 test regressions were conducted and
evaluated. Stations were moved in and out of regions based primarily on their studentized

residuals, but a'so ontheir leverageand influence. Thehydrologically homogeneousregions



Figure 4.1
Hydrological Regions




This page has been
intentionally
left blank.



-43-

identified in Figure 4.1 provided the best results. The delineation of the regionsis approx-
imate. The Bay d Espoir region along the south coast remained unclassified due to alack
of gauged watersheds. Watersheds with large drainage areas (>1000 km?) were readily
dropped from the analyses if their residuals, leverage or influence was high. These
watersheds were few in number and represented the extreme case (large drainage areas).
Typically, return period flood estimates are required for watersheds which are much smaller
than 1000 km? and quite often lessthan 100 km?. Watersheds with drainage areas lessthan
100 km? were retained for analysis unless their residual s indicated that they were an outlier.
Leverage and influence considerationswere relaxed sightly for these watersheds so that the

regression equations would be applicable to watersheds in this range of drainage areas.

Division of the island into 5 regions was attempted by splitting the North-western
Region into a Humber Valley Region and a Northern Peninsula Region. Problems were
encountered due to limited data. Due to similarities in the fina regression equations,
division of the island into 3 regions was attempted by combining the North-western and
North-east regions. The error increased and the correlation decreased.

4.2  Physiographic Data

Physiographic data has been compiled for the 39 watersheds used in the 1990 study.
Physiographic data was compiled for the additional 26 watersheds used in this study. The
physiographic databaseisshownin Table4.1. Detailson the extraction proceduresaregiven
in Appendix A. The physiographic parameters which were selected for inclusion into the
regression equations of 1984 and 1990 arereviewed below. A new Lake Attenuation Factor

(LAF) parameter isintroduced in the last paragraph.

The most important physiographic parameter for determining flood magnitudes is
drainage area (DA). Thiswas confirmed by the 1984 and 1990 studies. The main
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assumption is that during floods, nearly all of the watershed is contributing to the peak
discharge. The peak flow to drainage arearelationship is non-linear asindicated in section

2.2. Peak flowsincrease with drainage area at a decreasing rate.

The second most important physiographic parameter for determining flood
magnitudes in 3 of the 4 regions of the 1990 study was a newly developed “lakes and
swamps factor” (LSF). This factor is a combination of the “fraction of watershed area
occupied by lakes and swamps®’ (FLSAR) parameter and the “fraction of watershed area
controlled by lakes and swamps’ parameter (FACLS). The LSF parameter replaced the
FACLS parameter used in the 1984 study. The algorithmiis:

LSF=(1+FACLS) - (FLSAR)/ (1 + FACLYS)

Quoting from the 1990 study:

Thereasonsfor thetransformation were: (1) When FLSAR and FACL Stend
toward O, log,,(LSF) tends towards O and at the limit drops out of the
regression equation. (2) It isreasonable to assume that as FL SAR increases,
the amount of water lost to infiltration decreases and to a slight extent
compensates for the attenuating effects of 1akes and swamps. However, the
effect isreduced if alarger percentage of the watershed areais controlled by
lakes and swamps. The fraction of drainage area occupied by lakes and
swamps (FL SAR) ranges from 0.05 to 0.36 (not including the extreme case
of Pipers Hole River watershed where FLSAR is 0.66). During this study it
was found that combining the term FLSAR with FALCS in the form given
improved the predictive capability of the regression equations, especialy on
watersheds with higher FLSARS.

Drainage density (DRD) was the next most important independent variable in the
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1990 study followed by the slope of the main channel (SLOPE).

The second most important physiographic parameter for determining flood
magnitudes in the 1984 study was mean annual runoff (MAR) expressed as an equivalent
depth over the watershed. This parameter was eliminated in the 1990 study because return
period flows were highly sensitive to MAR, and because abstraction errors from the

computer-generated map in the report were significant.

Thethird most important physi ographic parameter for determining flood magnitudes
in the 1984 study was FACLS for 2 of the 3 regions. Watersheds with high FACLS had
reduced peak flows. Latitude of the watershed centroid (LAT) was the third most important
physiographic parameter for determining flood magnitudes in the other region. The forth
most important physiographic parameter for determining flood magnitudes was the shape of
the watershed (SHAPE). Thefraction of the watershed occupied by barren areas (BAREA)
or the slope of the main channel (SLOPE) was used as afifth independent variable in some

equations.

After theinfluence of drainage areaisremoved, and MAR isdropped, the next most
important watershed characteristic appears to be associated with a flood attenuation factor
related to the “fraction of the watershed area controlled by lakes and swamps’ (FACLS)
parameter. Thereisno doubt that |akes and swamps in awatershed attenuate flood flows.
The amount of attenuation is related to the locations and sizes of the lakes and swamps.
FACL Sassumesall lakeswith surface areas greater than 1% of their drainage areas attenuate
floods the same amount. While this parameter is a good indicator of flood attenuation by
lakes and swamp, improvement in the measure of flood attenuation was attempted by taking
into consideration the sizes of large lakes (>1% drainage area) and the relative sizes of the
areas drained. The influence of swamps (wetlands) was removed from this parameter
because the attenuation by wetlands was assumed to be much less than attenuation by lakes.

The new “Lake Attenuation Factor” (LAF) was defined as follows:
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n

LAF=_§ {(100 x LAREA/DA) x (100 x CAREA /DA)}
i=1

where: nisthe number of lakesinthewatershed with areagreater than 1% of thewatershed's
drainage area, LAREA, isthe area of alake, DA isthe drainage area of the watershed, and
CAREA, isthe drainage areawhich is controlled by alake. LAF is defined graphically in
Appendix A. LAF assumesthat |ake size and the size of the area drained, as percentages of
the drainage area, are equally important in attenuating floods. LAF has no units and
simplifiesto:

LAF =10°x DA2x_J (LAREA, x CAREA)

i=1

43 Regression Analysis

Equations were developed for each region which provided predictions of return
period flood estimates based on physiographic data. The equations were of the form:

Qr = cx(varl)®x(var2)®x(var3)®x...

where, Q; isthe magnitude of the flood with return period T,
c,al, a2, a3, ... are constants, and
varl, var2, var3, ... are variables which correspond to the significant

physiographic parameters.

Taking the log,, of both sides of the equation linearizes the equation so that multiple linear

regression can be performed.
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log,,(Qr) =log,e(c) + axlog,, (varl) + axlogy(var2) + a;xlog,(var3) + ...

A forward stepwise regression was performed. The coefficients and variables in the fina

regional equations were selected based on the following criteria:

1 The coefficient of correlation between the dependent and independent
variables had to be significantly high.

2) The standard error of the estimate had to be a minimum.

3) Thefina predictor variables had to be independent of each other.

4) Entry into the regression equation had to be significant at a 5% level using
the F-ratio.

5) The number of physiographic parametersin the regression equations had to

be minimal.

Sincelog,,(0) = - 4, cases where var = 0 needed to be remedied. The fraction of watershed
occupied by lakes, forest, etc., were defaulted to 0.01 when zero. Defaulting LAF to 25, 50
and 100 when LAF = 0 was checked by plotting log,,(LAF) against the log,,(peak flow per
unit areq) for the entireisland. The LAF was defaulted to 50.

44  Regression Results

The results of the regression analyses are shown by region in Tables 4.2(a), (b), (¢)
and (d). Thesignificant parameterswere drainage area (DA), lake attenuation factor (LAF)
and lakes and swamps factor (LSF). DA was by far the most important variable in NW,
North-east and South-east Regions. DA wasforced to be the most important variablein the
South-west Region by including stations on the south-west part of the Avalon Peninsula.
Thisisjustified based on the magnitudes of floods per unit areaon the south-west part of the
Avalon Peninsula. Thismovealsoincreased theallowabl e range of parametersin the South-
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west Region to include drainage areas as small as 89.6 km?.

Final and intermediate results were evaluated in terms of the squared multiple R
(SMR) statistic and the standard error of the estimate (SEE) for log to base 10 transformed
data. Drainage area alone accounted for 78% to 84% of the variation in flood flows (log to
base 10 units) inthe North-west and North-east Regions. Inthe South-east Region, drainage
area accounted for 90% to 94% of the variation in flood flows. In the South-west Region,
drainage area accounted for 40% to 61% of the variation in flood flows. The SEE (log to
baseten units) varied from 0.20 to 0.24 in the North-west and North-east Regions. The SEE
in the South-east Region was lowest ranging from 0.12 to 0.15. In the South-west Region,
the SEE was highest and ranged from 0.29 to 0.41.

The addition of a second variable to the regression equations increased the SMR
statistic and decreased the SEE in all regions. The selection of the second variablewasbased
on the magnitude of the F statistic. The LAF parameter was selected as the second variable
in the NW, North-east and South-east Regions. In the North-west Region, SMR increased
significantly from the 79-82% range to the 96-97% range. In the North-east Region, SMR
increased similarly from the 78-84% range to the 91-95% range. In the South-east Region,
SMR increased marginally from the already high 90-94% range to the 93-97% range. Inthe
North-west Region, SEE dropped fromthe0.20-0.23 rangeto the0.09-0.10range. Similarly,
in the North-east Region, SEE dropped from the 0.20-0.24 range to the 0.12-0.16 range. In
the South-east Region where SEE was quitelow, the SEE dropped from the 0.12-0.15 range
to the 0.09-0.13 range. In the South-west Region, L SF was selected as the second variable.
In the South-west Region, SMR increased dramatically from the 41-61% range to the 83-
92% range. The SEE decrease from the 0.29-0.41 range to the 0.14-0.24 range.

Other parameter(s) could have been included in some of the regions, and at some of
the return periods, based on the F statistic. It was decided to stop at this level for several

reasons: to minimize the number of parametersin the equation, SEE was considered low,



Table 4.2a Regression Coefficients - North-west Region
T C DA LAF SMR SEE deltaSMR | deltaSEE

Q2 1.282 1.084 -0.392 0.964 0.093 0.141 0.105
Q5 1.750 1.084 -0.402 0.967 0.089 0.148 0.111
Q10 2.065 1.089 -0.413 0.969 0.087 0.153 0.116
Q20 2.323 1.098 -0.422 0.971 0.086 0.158 0.121
Q50 2.754 1.107 -0.435 0.968 0.092 0.163 0.123
Q100 3.034 1.116 -0.445 0.965 0.097 0.167 0.124
Q200 3.327 1.126 -0.455 0.960 0.104 0.169 0.124
Q2 0.126 1.105 0.823 0.198
Q5 0.163 1.106 0.819 0.200
Q10 0.182 1.111 0.816 0.203
Q20 0.192 1.121 0.813 0.207
Q50 0.211 1.131 0.805 0.215
Q100 0.219 1.140 0.798 0.221
Q200 0.226 1.150 0.791 0.228

n=13

Table 4.2b Regression Coefficients - North-east Region

T C DA LAF SMR SEE deltaSMR | deltaSEE

Q2 4.365 0.780 -0.372 0.950 0.117 0.107 0.082
Q5 6.026 0.778 -0.386 0.942 0.127 0.113 0.082
Q10 7.211 0.776 -0.394 0.938 0.131 0.117 0.083
Q20 8.650 0.775 -0.410 0.940 0.130 0.127 0.089
Q50 10.046 0.769 -0.409 0.926 0.144 0.125 0.083
Q100 11.350 0.767 -0.415 0.918 0.152 0.128 0.081
Q200 12.647 0.766 -0.420 0.909 0.161 0.131 0.080
Q2 0.841 0.774 0.843 0.199
Q5 1.094 0.772 0.829 0.209
Q10 1.268 0.769 0.821 0.214
Q20 1.413 0.768 0.813 0.219
Q50 1.656 0.763 0.801 0.227
Q100 1.820 0.760 0.790 0.233
Q200 1.977 0.759 0.778 0.241

n=15




Table 4.2c

Regression Coefficients - South-east Region

T C DA LAF SMR SEE deltaSMR | deltaSEE
Q2 3.396 0.720 -0.157 0.967 0.088 0.031 0.028
Q5 5.070 0.708 -0.168 0.967 0.088 0.036 0.032
Q10 6.026 0.707 -0.170 0.963 0.092 0.036 0.032
Q20 6.887 0.706 -0.169 0.958 0.098 0.036 0.030
Q50 7.870 0.706 -0.167 0.948 0.110 0.035 0.025

Q100 8.570 0.707 -0.165 0.939 0.119 0.034 0.023
Q200 9.120 0.708 -0.162 0.929 0.129 0.032 0.020
Q2 1.265 0.783 0.936 0.116
Q5 1.762 0.776 0.931 0.120
Q10 2.070 0.775 0.927 0.124
Q20 2.366 0.774 0.922 0.128
Q50 2.748 0.773 0.913 0.135
Q100 3.020 0.773 0.905 0.142
Q200 3.296 0.774 0.897 0.149
n=13
Table 4.2d Regression Coefficients - South-west Region

T C DA LLSF SMR SEE deltaSMR | deltaSEE
Q2 43.152 0.704 -5.112 0.924 0.140 0.311 0.152
Q5 77.983 0.687 -5.475 0.904 0.162 0.334 0.156
Q10 117.220 0.667 -5.743 0.889 0.177 0.354 0.159
Q20 169.044 0.648 -5.998 0.875 0.192 0.372 0.162
Q50 267.917 0.621 -6.306 0.857 0.210 0.394 0.167

Q100 374.973 0.598 -6.533 0.843 0.224 0.410 0.169

Q200 516.416 0.577 -6.750 0.829 0.237 0.424 0.172
Q2 1.416 0.876 0.613 0.292

Q5 2.004 0.871 0.570 0.318

Q10 2.523 0.860 0.535 0.336

Q20 3.069 0.850 0.503 0.354

Q50 3.954 0.833 0.463 0.377

Q100 4.764 0.818 0.433 0.393

Q200 5.675 0.804 0.405 0.409

n=9
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SMR was considered high, there was a negligible increase in the SMR with additional
variables, there was a negligible decrease in SEE with additional variables, the chances of
spurious correlation increase with an increase in the number of independent variablesin the
regression equations dramatically, because F statistics for significant third variables while
greater than 4.0 were much less than the F statistic for the first and second variables and to

achieve some consistency across regions and return periods.

The standard error of the estimate in the South-west Region was much higher than
the error in the other regions. In addition, the correlations in the South-west Region were
noticeably lessthan the correlationsin the other regions. Return period flood flows per unit
areawere quite variable in thisregion. There was a concern that this region might not be
hydrologically homogeneous. An*Upper Envelope Curve’ was devel oped which looked at
only those watersheds which had high peak flows per unit area. This curve, while biased
towards higher flood flows, had less error and an improved correlation. Within the
applicabledrainage arearange, thesefloods represent the highest in magnitude ontheisland.
Theresults are shown in Table 4.2(e).

Table4.2e  Regression Coefficients - South-west Region - Upper Envelope Curve

T C DA SMR SEE DA Range (km?) n
Q2 0.0256 1.765 0.995 0.027 72.0- 230 6
Q5 0.0662 1.650 0.981 0.052

Q10 0.1349 1.550 0.960 0.071
Q20 0.2529 1.460 0.930 0.090

Q20 0.822 1.225 0.927 0.103 37.2-230 7
Q50 0.841 1.262 0.928 0.105
Q100 0.857 1.287 0.913 0.119
Q200 0.855 1.314 0.888 0.140
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45  Testing of Regression Equations

The accuracy of the regression equations was assessed using the data set that
produced them and using an independent data set. The independent data set consisted of
peak flow series that were not used in the formulation of the regional regression equations.
These watershedsincluded those that had low confidencein the flood estimates, watersheds
with less than 10 years of record, watersheds with large drainage areas, redundant
watersheds, watersheds that were removed during the regression analysis, and watersheds
that were eliminated from the regional data set for other reasons such asfailing prerequisite
statistical tests.

The maximum absol ute difference between the frequency analysis estimates and the
regression equation estimatesfor all stationsusedintheregional analysiswas130%. Typical
absolute percentage difference statistics can be represented by the median statistic. The
median absolute percentage difference statistics for return period floods in the North-west
Region was lowest and ranged from 8.0% to 11.7%. The median absolute percentage
differencestatisticsfor return period floodsin the South-west Region washighest and ranged
from 20.0% to 30.9%. The median absolute percentage difference statistics ranged from
18.2% to 28.0% in the North-east Region and from 10.6% to 14.3% in the South-east
Region. The median absolute percentage difference statisticsacrossall regionsranged from
8.0%10 30.9%. A detailed comparison between frequency analysisestimatesand regression

equation estimates for stations used in the regional analysisis provided in Table 4.3.

The maximum absol ute difference between the frequency analysis estimates and the
regression equation estimatesfor stations not used in the regional analysiswas over 1000%.
The 1000% difference occurred at the 1:200 year return period in the South-west Region at
a station which had a drainage area which was less than 50% of the drainage area of the
smallest watershed used in the development of the regression equations in the South-west
Region. Further, LSF at 1.24, was below the applicable range for LSF. In addition,
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Q200/Q2 at 1.32 was the smallest in the region and n = 14. Typical (median) absolute
percentage difference statistics across al regions ranged from 20.8% to 50.6%. A detailed
comparison between frequency anaysis estimates and regression equation estimates for
stations not used in the regional analysisis provided in Table 4.4. A flood index method
(Appendix D) had to be used on some watersheds to obtain realistic flood estimates at high
return periods. The LN3 and GEV distributions, which were used to model the high flows,
provided unrealistic curve extensions at high return periods on some watersheds which had
few data.

4.6  Comparison to Previous Studies

Regression equations can be evaluated in terms of the goodness of fit and / or the
error associated with predicting the dependent variable. Previousregional flood frequency
analyses (Beersing 1990, Panu et al 1984) used the correl ation coefficient (R?) asameasure
of the goodness of fit and the standard error of the estimate (SEE) as a measure of the error
associated with predicting the dependent variable. These studies attempted to maximize R?
and minimize SEE. Towards this end, previous regression equations employed up to 5
independent variables with as few as 10 stations leaving only 4 degrees of freedom. The
result was a near-perfect correlation (R°=0.9998) and a very small standard error (<3%)
which is unrealistic given the complexities of statistically modelling floods and given the
very short periods of record. Improvementsto R? and the SEE were only minimal when the
fourth and fifth independent variables were forced into the regression equation. Increasing
the number of independent variables and reducing the number of stations will generally
increase R? and reduce SEE by decreasing the number of degreesof freedom availabletothe
regression. This study used only 2 independent variables to explain 91% to 97% of the
dependent variable in 3 of 4 regions and therefore must be considered to be more robust.
This study used the Squared Multiple R (SMR) statistic to evaluate the goodness of fit and
the SEE to assess the error associated with predicting the dependent variable. The SMR
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statistic, whichissimply thesquare of Multiple R (R?), was used becauseits val ue represents
the proportion of thetotal variation in the dependent variable which can be explained by the
independent variable(s). Regression statistics are provided in Table 4.5 by study.

Table4.5 Regression Statistics by Study
Study | Region Parameters Range of Range of Range of
R? SMR SEE
NW DA, LAF (0.980-0.982) | 0.960-0.964 0.093-0.104
1999 NE DA, LAF (0.953-0.975) | 0.909-0.950 0.117-0.161
SE DA, LAF (0.964-0.983) | 0.929-0.967 0.088-0.129
SW DA, LSF (0.910-0.961) | 0.829-0.924 0.140-0.237
C (NW) DA, LSF, SLP, 0.93 0.081-0.096
DRD
1990 B (NE) DA, DRD 0.97-0.98 0.079-0.098
A (SE) DA, LSF, DRD 0.96 0.098-0.111
D (SW) DA, LSF 0.94-0.97 0.120-0.160
North DA, MAR, LAT, | 0.9916-0.9998 2.6-19.9%
SHAPE, BAREA,
1984 South DA, MAR, ACLS, | 0.9941-0.9982 12.5-24.2%
SHAPE, SLOPE
Island DA, MAR, ACLS, | 0.9883-0.9878 19.0-25.6%
SHAPE
Notes:

SEE in log,, units except for 1984 where they are given as a percentage.




-58-

4.7  Concurrent Evaluation of the 1984, 1990 and 1999 Regression Equations

The 1984, 1990 and 1999 regression equations were tested concurrently. The
objective of the concurrent testing was to evaluate whether there has been an improvement
inthe predictive capabilitiesof successiveregression equations. Threegroupsof watersheds
were used: the independent watersheds which were used to evaluate the 1999 regression
eguations, watersheds which had calibrated and verified HY MO estimates, and watersheds
with long periods of record. These groups of watersheds are discussed in more detail in the
following paragraphs a ong with the results of thetesting. Theresults of the testing for Q20
are shown graphically by watershed in: Figure 4.2 for the independent data set, Figure 4.3
for the HY MO data set, and Figure 4.4 for watersheds with long periods of record. These
figures are located at the end of section 4.7.

4.7.1 Independent Watersheds

Twenty-three independent watersheds were used to assess the accuracy of the 1984,
1990 and 1999 regression equations. These watersheds were not used in the devel opment
of the 1999 equations. Some of them were used in the devel opment of the 1984 and 1990
eguations. These watershedsincluded thosethat had low confidencein the flood estimates,
watershedswith lessthan 10 yearsof record, watershedswith large drainage areas, redundant
watersheds, watersheds that were removed during the regression analysis, and watersheds
that were eliminated from the regional data set for other reasons such asfailing prerequisite
statistical tests. Thelistingisprovidedin Table4.4. Individua watershedswere sometimes
placed into more than one region because these watersheds were near the boundary of 2 or
more regions. It should be noted that the physiographic parameters for most of these
watersheds are out of range for application of the regression equations. Despite the
inadequacies of the database, it was considered sufficient for this purpose. The results are
provided in Table 4.6. Return periods equal to 2, 10, 20 and 100 years were utilised in the
1984 analysis. The 1990 and 1999 analyses utilised return periods equal to 2, 5, 10, 20, 50,
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100 and 200 years.

Table4.6 Median Absolute Percentage Difference between Frequency Analysis
Estimates and Regression Equation Estimatesfor the Independent Data Set

Region 1984 1990 1999
NW 69.5 52.7 68.1
NE 52.0 49.8 37.3
SE 36.1 35.7 25.3
SW 32.8 66.8 42.4

The application of regional regression equations is guestionable when the
physiography is outside the permissible range. Table 4.6 shows that the median absolute
percentage difference between frequency analysi sestimatesand regional regression equation
estimates have decreased with successive study. The table also shows that the 1999
equations werethe better predictorsinthe NE and SE regions. Thetable also showsthat the
1990 equations were best in the NW region and the 1984 equations were best in the SW
region. It must be kept in mind that the flood data that were used for testing were less than
ideal. The absolute percentage differences are somewhat bias between studies. Watersheds
with drainage areas greater than 1000 km? were not used in the development of the 1999
regression equations. These watersheds were utilised in the development of the 1984 and
1990 regression equations. Sincewatershedswith drainageareasgreater than 1000 km?were
used for testing all equations, this would tend to inflate the absolute percentage difference
for the 1999 equations. In addition, since the 1984 equations were based on shorter return
periods, the median absol ute percentage differencefor the 1984 equationswoul d be deflated

somewhat.
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4.7.2 Watersheds with HY MO Estimates

The 1984, 1990 and 1999 regression equationswere al so tested on watershedswhich
had calibrated and verified HY MO estimates. Over the past 15 years anumber of flood risk
mapping studies were conducted by consultants under the Canada-Newfoundland Flood
Damage Reduction Program and the Canada-Newfoundland Agreement Respecting Water
ResourcesManagement. HY MO (HY drologic MOdel) wasused inthese studiesto simulate
flood datafrom precipitation and other data. Estimatesof Q20 and Q100 were obtained from
frequency analysis of the smulated flood data.

Five flood studies were selected: Hydrotechnical Study of the Stephenville Area
(1984), Flood Risk Mapping Study of the Codroy Valley Area(1990), Flood Risk Mapping
Study - Trinity South Area (1995), Flood Risk Mapping Study: Goulds, Petty Harbour and
Ferryland (1996), Flood Risk Mapping Study of Stephenville, Kippens and Cold Brook
(1996). Theseflood studies covered four geographically diverse areas of the province. The
Stephenville areawas studied in 1984 and 1996. The individual watersheds are identified
inTable4.7

Regional flood frequency analysisestimatesfor 1984, 1990 and 1999 were compared
to all HY MO estimates (return period flood estimates from the frequency analysis of flood
data which was derived from HY MO modelling). The results are shown in Table 4.8. It
should be noted that the physiographic parameters for most of these watersheds are out of
range for application of the regression equations. Watershedsin the Stephenville areawere
tested inthe NW and SW regions. All other watershedsweretested in the applicableregion.

For thisdataset, the 1990 regression equation estimates had the lowest error, and the
1999 regression equation estimates provided an improvement over the 1984 regression
equation estimates. Thisanomaly may be by chance or may be due to the fact that the 1990
regression equations used flood data up to 1988 which better coincides with the calibration
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Table4.7 Water shedswith Calibrated and Verified HYMO Estimates

Study Water sheds Drainage
Area (km?)
Stephenville Area Warm Creek 514
(1984) Blanch Brook 117
Codroy Valey Area Little Codroy River 139
(1990) South Brook 276.00
North Brook 365.66

Confluence of North and South Brooks 641.66
Grand Codroy River near Upper Ferry 813.94

Trinity South Area Hodges Cove Brook 155
(1995) Hickman’'s Harbour River 31
Shoal Harbour River 131
Goulds, Petty Harbour Doyles River 12.3
and Ferryland (1996) Cochrane Pond Brook 29.9
Stephenville, Kippens Gaudon Creek 16.4
and Cold Brook Cold Brook 21.3
(1996) Blanch Brook 118.6

Table4.8 Median Absolute Per centage Difference between HYM O Estimates
and Regression Equation Estimates

Return Period 1984 1990 1999
Q20 74.4 45.5 65.2
Q100 75.4 49.1 66.2

and verification period of HY MO flood simulations than the period of record of the 1984 or
1999 regression equations. It was noted that flood estimates for Blanch Brook near
Stephenvillewere obtained from calibrated and verified HY MO estimatesin 1984 and 1996.
Q20 went from 111 m*/sin 1984 to 150 m*sin 1996 which wasa35% increase. Q100 went

from 166 m®/sin 1984 to 209 m®/s in 1996 which was a 26% increase. Four of the five
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studies provided 1990 regression equation estimates as one of the alternative estimation
techniquesfor Q20 and Q100. Agreement was sought between the 1990 regression equation
estimates and the HY MO estimates.

4.7.3 Watersheds with Long Periods of Record

The 1984, 1990 and 1999 regressi on equationswere al so tested on watershedswhich
had long periods of record. The selection criteria for long term stations consisted of
watersheds which were gauged for a period of at least 20 years and that the drainage areas
of these watersheds had to be less than 1000 km?. In addition, the selected watersheds had
to pass all prerequisite statistical testsfor frequency analysis. Fifteen (15) watershedswere
identified. There were at least 2 stations per region. Almost all of the watersheds were
utilized for regional analysisin the 1984, 1990 and 1999 studies. Regional flood frequency
analysis estimates for 1984, 1990 and 1999 were compared to the single station flood
frequency estimates. The results are shown in Table 4.9.

Table4.9 Median Absolute Percentage Difference between Frequency Analysis
Estimates and Regression Equation Estimatesfor Long Term Stations

Return Period 1984 1990 1999
Q2 155 20.1 7.8
Q5 - 22 6.5
Q10 21.7 20.6 75
Q20 205 18.1 95
Q50 - 15.7 8.7
Q100 26.7 15.2 9.2
Q200 - 14.5 9

Table 4.9 shows is that successive regional flood frequency analyses provide
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improved estimates of return period flood flows. The 1999 statistics may be somewhat
deflated considering that only watersheds with drainage areas less than 1000 km? were
considered for testing. The 1999 regression equations were based on watersheds with
drainage areas|essthan 1000 km? while the 1984 and 1990 regression equationsdid not have

an upper limit on the size of the drainage area.
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5. APPLICATION OF REGRESSION EQUATIONS

51 General

Whiletheregression equationsderived in thisstudy are recommended for estimating
return period flood flows on ungauged watersheds, these equations cannot be used on all
watersheds. Many ungauged watersheds have physiographic parameters which are outside
therange of physiographic parameterswhich were used in the devel opment of theregression
eguations. Section 5.2 providesthe details. In addition, these equations cannot be used on
urban watersheds or watersheds with significant regulation. Since regional boundaries are
approximate, it may be necessary to obtain estimates assuming different regions. Where

warranted, flood design should take on the upper 95% limit of the estimate.

Due care is required in the abstraction of physiographic parameters. This is
particularly true for the Lakes and Swamps Factor (L SF) in the South-west Region where a
3% error in the abstraction of LSF may result in an error as high as 18% in the flood

estimate. A senditivity analysisis presented in Section 5.3

The confidence in the flood estimationsin the South-west Region is lower than any
other region. In addition, the equations are sensitive to the LSF parameter. The “Upper
Envelope Curve’ described in Section 4.4 may bewarranted if the consequences of flooding

are considerable.

Regional flood frequency analysis provides a method to estimate return period flood
flows on ungauged watersheds based on the correlation between return period flood flows
on gauged watersheds and their physiographic features. It is advisable to use severd
methodsto estimate design floods. Theregional equationsprovided inthisstudy can be used
with one or two physiographic parameters. Equations from previous regional flood

frequency analysis should be used as checks. In addition, frequency analysis on nearby



-72-

hydrologically similar watershedsmay betransposed to thewatershed under study. Regional
flood index estimates (Appendix D) can also be used asacheck. If awatershed failsto meet
the physiographic prerequisitesfor regional equationsor if amorethorough flood assessment
isrequired, design flows could be simulated on an event basisfor agiven design storm or on

a continuous basis from climatic data.

A Users Guideand Electronic Spreadsheet for thisregional flood frequency analysis
is available under a separate cover. It documents a procedure for estimating flood flows
using single station flood frequency analysis and regiona flood frequency analysis. A
worked example is provided. The electronic spreadsheet was created in Lotus and is
available in anumber of popular spreadsheet formats.

5.2  Allowable Rangefor Physiographic Parameters

The regression equations developed in this study cannot be used on all ungauged
watersheds. Many ungauged watersheds have physiographic parameters which are outside
therange of physiographic parameterswhich were used in the devel opment of theregression
equations. Cautionisneeded when applying regression equationsto watershedswhich have
physiographic parameters near the extremes. Extrapolation of results beyond the extremes
of physiographic parameters used in the development of the regression equation is not

generally recommended. Physiographic extremes are listed by regionin Table 5.1.

5.3  Sensitivity of Regression Equations

Small errors in the abstraction of physiographic parameters are inevitable. These

errors may trandate into larger errors in the estimation of return period floods. The

sensitivity of the independent variableswas assessed using the methodology described
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Table5.2 Sengitivity of Regression Equations
Maximum Anticipated Error
Independent Anticipated Region(s) in Dependent Variable
Variable (1V) error in 1V (all return periods)
DA 3% all 3.4%
LAF 3% NW, NE, SE 1.3%
LSF 3% SW 18.1%

in Appendix E and is shown in Table 5.2.

The anticipated error in the dependent variable ranged from 1.7% to 3.4% for all

regions and return periods when the error in the abstraction of the most important

independent variable (drainage area) wasvaried by 3%. Independent variableare considered

insensitive to abstraction errors when the anticipated error in the dependent variable is near

or less than the anticipated error in the independent variable. The LAF parameter was

insensitiveto abstraction errors. The L SF parameter was somewhat sensitive to abstraction

errors.




-75-

6. DISCUSSION, CONCLUSIONS AND RECOMMENDATIONS

6.1 Discussion

This study, like previous studies, derived a set of equations for estimating return
period flood flows on ungauged watersheds. Flood flow estimates are required for the
hydraulic design of instream structures and for floodplain management. Regular updates of
the regional flood frequency analysis are required and justified on the basis of additional

data, the capital costs of instream structures, and the annual cost of flooding.

The methodology for this study followed closely the methodology for previous
studies. The characteristics of floods were examined along with climate and physiography.
A flood database was created, missing data were estimated, and the flood series were
screened. Singlestation frequency analysisconducted, hydrol ogically homogeneousregions
were formulated, and multiple linear regressions were conducted. Since the results of the
singlestation frequency analyseswere used to examinetheregional characteristicsof floods,
it may be prudent to conduct and report on the single station frequency analyses first.
Examining the regional magnitude of return period floods which have been normalized for
drainage area was particularly useful in the delineation of hydrologically homogeneous
regions. The examination of the spatial distribution of the probability density function

parameters was also illuminating.

The Generalized Extreme Value (GEV) and the Three Parameter Log-normal (LN3)
distributions have been the two main probability distribution functions which were used for
single station frequency analysis on the island of Newfoundland. These distributions
provided unrealistic curve extensions at high return periods on some watersheds which had
few data. A regional flood index method (Appendix D) had to be used on some watersheds
in the independent data set to obtain realistic flood estimates at high return periods. This

method can provide a useful check at long return periods on watersheds with less than 15
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years of data. Consideration of other distributions is warranted where the fit is poor, or the
distribution parameters indicate that another distribution may be better suited, or if thereis
an unredlistic curve extension at high return periods. The norma and log-normal

distributions have been used with success on afew watersheds in the past.

The selection of adistribution was based on the mean absol ute deviation between the
theoretical and empirical probabilities of the upper half of the data set as defined in Section
3.4.2. Thismethod of evaluating the relative goodness-of-fit was preferred over the KStest
used in the 1990 study, or a comparison between the theoretical and actual values of
skewness and kurtosis used in the 1984 study, because it quantifiesthe error associated with
that portion of the curve with which we have the most interest: the 2-year return period up
to T = 200.

Some watersheds had return period floods which were noticeably upper bounded.
Flood flows on these watersheds seem to be attenuated by large lakes. Thereasonsfor upper
bounding need to be more fully understood. Upper bounding may be linked to, or provide
a better understanding of, the Lake Attenuation Factor (LAF) parameter.

The upper 95% confidence limit of the 1:100 year return period flood estimate was
greater than 100% of the estimate for 15 of the 65 watersheds which were considered for
regional analysis. Confidence in return period flood estimates is generally low due to the
shortness of flow records. Thesewatershedsand othersthat wereremoved from theregional

analysis were retained for testing the regression equations.

Theregression equations developed in this study had aslightly higher standard error
than the regression equations of 1984 or 1990. Thisstudy did not seek to minimizetheerror
by including all statistically available physiographic parametersin the regression equations.
This study used two physiographic parameters to explain 91% to 97% of the variation in
flood flowsfor 3 of 4 regions. Inthe South-west Region 2 parameters explained 83% t0 92%
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of thevariationinflood flows. The standard error in all regions was quite good considering
theerror associated with theannual maximum instantaneousdischarges. Two physiographic
parameters were favoured over only slight improvements to the standard error with the

addition of a statistically significant third physiographic parameter.

Regional regressions went well for 3 of 4 regions. The higher spatial variability of
flood characteristics and climatic indices in the South-west Region made modelling this
region difficult. An “Upper Envelope Curve’ was developed for this region due to the
relatively larger standard error and the sensitive second parameter (LSF), and should be

considered in situations where severe floods could be catastrophic.

Themedian absol ute percentage difference between the frequency analysisestimates
and the regression eguation estimates for all stations used in the regiona analysis ranged
from 8.0% to 30.9%. The median absolute percentage difference between the frequency
analysis estimates and the regression equation estimates for stations not used in theregional
analysisranged from 20.8% t0 50.6%. These percentagesare very good considering that the
independent data set was composed primarily of stationswhichwereremoved fromthemain

data set because of the low confidence in their flood estimates.

The regression equations derived in this study cannot be used on al watersheds.
Many ungauged watersheds have physiographic parameters which are outside the range of
physiographic parameters which were used in the devel opment of the regression equations.
Watershedswhich have physiographic parameterswhich are out of range are subject to large
errors in the flood estimates as demonstrated in Section 4.5.

The regression equations provided in this study can provide two estimates of return
period flood flows on ungauged watersheds. It is advisable to use several methods to
estimate design floods. Since this regiona flood frequency analysis does not invalidate

previous analysis, those equations may be used as checks. In addition, frequency analysis
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on nearby hydrologically similar watersheds may be useful. Regional flood index estimates
can also be used as a check. Flood flows can also be simulated using computer intensive
techniqueson an event basisfor agiven design storm, or on acontinuous basisfrom climatic
data.

Previous studies attempted to maximize the correlation and minimize the error by
includingall statistically significant variablesin theregional regression equations. Theresult
was, near-perfect correlationsand very small errors associated with theflood estimates. The
near-perfect correlations and small errors are unredlistic given the complexities of
statistically modelling floods, and givetheerror associated with flood values. Sinceaccurate
estimates can be obtained with only 2 parameters, and because the parameters are consi stent
through all return periodsin 3 of 4 regions, the regression equations devel oped in this study

must be considered more robust.

Concurrent testing of the 1984, 1990 and 1999 regression equations on the 23
independent watersheds pointed towards an increase in the accuracy of the regression
equationswith successive study. Theflood dataand physiographic datafor these watersheds
made them much less than ideal for testing the regression equations. The flood data
sometimes had large confidence intervals. Physiography was quite often out of range.
I ncluding watersheds with drainage areas greater than 1000 km?, and including all available
return periods in the analysis purposefully biased the results towards earlier studies and
against thisstudy. Theanalysisstill pointed towardsan increasein accuracy with successive
study. Testing onthe 15 watershedswith calibrated and verified HY MO estimatesindicated
that the 1990 regression equations provided the best estimates. This may be due to the fact
that the 1990 regression equations used flood data up to 1988 which better coincides with
the calibration and verification period of HY MO flood simul ationsthan the periods of record
for 1984 or 1999 regression equations. Theresultsdid however indicate an improvement in
predictive capability of the 1999 equations over the 1984 equations. Testing on the 15
watersheds which had long periods of record indicated that successive study improved the
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predictive capabilities of theregression equations. Almost all of these watershedswere used

in the devel opment of the 1984, 1990 and 1999 regression equations. Thisdata set does not

constitute an independent data set but can be used to assess the relative accuracy of

successive study. The results may have been dlightly biased towards agreement with the

1999 regression equations due to the 1000 km? maximum limit on drainage areafor thistest.

Thisbiasisremoved if we accept that regional flood frequency estimation will not likely be

the primary flood estimati on technique on watershedsgreater than 1000 km?indrainagearea.

This is acceptable since many of the larger watersheds are gauged.

6.2

Conclusions

The Three Parameter Log-normal distribution was the best fitting distribution for
more than half of al gauged watersheds. The Generalized Extreme Vaue
distribution was the better fitting distribution on the remaining gauged watersheds.

About 25% of all watersheds with 10 or more years of record did not provide good
estimates of return period flows due to the shortness of streamflow records. These
watersheds had an upper 95% confidencelimit on the 1:100 year return period which

was doubl e the estimate.

Theregression equations derived in this study can provide robust estimates of return
period flood flows on the island of Newfoundland. Testing indicated that typical
errors (median absol ute percentage differences) ranged from 20.8%to 50.6%. Since
the watershedswhich were used for testing had flood estimateswith low confidence,
the typical error range given above is somewhat inflated. Typical errors for
watersheds used in devel oping the regression equations ranged from 8.0% to 30.9%.
Typical error for estimates on ungauged watersheds is suspected to be in the 15% to
40% range or about 30%.
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The standard error of the estimate for regional regression equations was slightly
larger inthisstudy thanin previous studies. This study used only two physiographic
parametersto explain 91% to 97% of the variationin flood flowsfor 3 of 4 regions,
and 83% to 92% of the variation in flood flows in the South-west Region.
Considering theerror associated with measuring flood flows, the standard error of the
estimate is quite acceptable. Previous studies may have included too many

parameters.

Concurrent testing of the 1984, 1990 and 1999 regression equations on the
independent data set (23 watersheds), the HYMO data set (15 watersheds), and
watersheds with long periods of record (15 watersheds), indicated that there was
improvement in the predictive capability of the regression equations for successive

regional flood frequency analysis.

Drainage area was the most important variable in the estimation of return period
flood flows in all regions. Some problems were encountered in the South-west
Region where drainage area was forced to be the most important variable by
including watersheds on the south-west portion of the Avalon Peninsula that had
similar flood characteristics. The Lake Attenuation Factor was the next most
important variable in 3 of 4 regions. The Lakes and Swamps Factor (L SF) was the
next most important variable in the South-west Region. After the inclusion of two
variables in the regional regression equations, nearly all of the variation in flood

flows was explained.

The LSF parameter was somewhat sensitive to abstraction errors. This variable
needsto be abstracted with due care. A 3% abstraction error in LSF can result in an
error which is as high as 18% in the flood estimate. The drainage area and LAF

parameters were insensitive to minor abstraction errors.
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The number of watersheds to which the regression equations may be applied has
increased. Thisstudy had more watersheds available for analysisand thus abroader
spectrum of physiography. The minimum drainage area in the North-west Region
decreased from 93.2 km? to 33.5 km®. The minimum FACLS was reduced in the

other regions.

Problemswere encounteredin the South-west Region. Flood characteristics, climatic
conditions and physiography are not quite homogenous in thisregion. The “Upper
Envelope Curve” provides the best estimate of extreme floods in the South-west
Region.

Recommendations

The regional regression equations developed in this study are recommended for
estimating return period flood flows on ungauged watersheds or watershedswith less
than 10 to 20 years of flood data. In the South-west Region, the “Upper Envelope
Curve’ is recommended where flooding may threaten life or cause severe flood

damages.

It is recommended that the regional flood frequency analysis be updated in 5 years.
The next analysis should consider improvements to the second parameter and a

change in approach to the South-west Region.

More streamflow gaugesarerequired along the south coast from Isleaux MortsRiver

to Bay du Nord River.

Urban watersheds have been removed from the analysis, yet flood estimates are

required in urban areas. A guideline needs to be developed for flood estimation in
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urban areas.

Eighteen (18) regulated watershedswereremoved fromtheanalysis. Consideringthe
low density of the hydrometric network, and thelonger lengths of record on many of
theregulated watersheds, extraction of flood information from these watersheds may

be warranted.

Application of regression equations to small watersheds (< 50 km?) is sometimes
difficult because flood processes on small watersheds are different than those on
larger watersheds. Generally, flood flows per unit area are greater on smaller
watersheds due to the shorter travel time and the higher average precipitation rates.
In addition, smaller watersheds are more likely to have physiographic parameters
which are beyond the range of the physiographic parameters which were used in the
development of the regression equations. A separate model, based on precipitation
data and physiography, is recommended for watersheds with areas | ess than 50 km?.
The number of gauged watersheds (non-urban and unregulated) with drainage areas
less than 50 km? is 15. If the drainage area threshold is moved from 50 to 70 km?,

then the number of gauged watersheds for analysis would increase to 23.
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Appendix A

Physiogr aphic Parameters: Description and Abstraction

A number of physiographic parameters were selected for use in this study. This

Appendix describes these parameters and indicates how they were determined.

The parameters selected and their units were:

2.

10.

11.

12.

13.

14.

15.

Drainage area (DA)

Fraction of watershed occupied by forest (TREE)

Fraction of watershed occupied by wetlands (SWAMP)
Fraction of watershed occupied by lakes (LAKE)

Fraction of watershed occupied by lakes and swamps (L+S)
Fraction of watershed occupied by barrens (BAR’'N)

Fraction of drainage area controlled by lakes
and swamps (FACLYS),

Lakes and swamps factor (LSF)

L ake attenuation factor (LAF)

Length of the main river (LENGTH)

Elevation Difference (ELEVDIFF)

Slope of the main channel method 1 (SLOPEL)
Slope of the main channel method 2 (SLOPE2)
Drainage Density (DD)

Shape Factor (SHAPE)

(k)

)

(km)

Drainage area (DA), Fraction of watershed occupied by forest (TREE), Fraction of
watershed occupied by swamps (SWAMP), and Fraction of watershed occupied by lakes
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(LAKE), were determined from 1:50,000 scale National Topographic Series (NTS) maps
using either aplanimeter, adigitizer or atransparent grid with 0.01 km? blocks. Fraction of
watershed occupied by barrens (BAR’N) was obtained by subtracting TREE, SWAMP and
LAKEfromDA. Fraction of watershed occupied by lakesand swamps (L +S) wascal cul ated
by summing LAKE and SWAMP. For basins with drainage areas greater than 2000 km?,
1:250,000 scale NTS mapswere used. Sincelesslakesand swampsare shown on 1:250,000
scale maps than on 1:50,000 scale maps, the values were adjusted upward based on
comparisonsof "representative" sample portionsof each basin at each of thetwo scales. The
area of forest and barren were then adjusted downward proportionally.

The fraction of the drainage area controlled by lakes and swamps (FACLS) was
determined using 1:50,000 scale NTS mapping for al basins. A sub-basin was considered
controlled if alake or swvamp at the outlet of the sub-basin had asurface areagreater than 1%
of the sub-basin. "Percentage of Basin Area Controlled by Lake and Swamp" is defined by
Poulin (1971) in Figure A 1.

Lakes and swamps factor (LSF) is a combination of the Fraction of drainage area
occupied by lakes and swamps (L+S) parameter and the Fraction of watershed area
controlled by lakes and swamps (FACLYS) parameter. The algorithmis:

LSF=(1+FACLS)- (L+S)/(1+ FACLS).

L ake attenuation factor (LAF) isafactor which sumsthe product of individual large
(> 1% of DA) lake areas with their corresponding drainage areas. The algorithmiis:

n

LAF = § {(100 x LAREA/DA) x (100 x CAREA/DA)}
i=1

where, nisthe number of lakesin thewatershed with areagreater than 1% of thewatershed’s
drainage area, LAREA, isthe area of alake, DA isthe drainage area of the watershed, and
CAREA, isthedrainage areawhichis controlled by alake. Two lakes can be considered as
oneif they are hydraulically connected during high flows. LAF isdefined in Figure A2.

Length of themainriver (LENGTH) wasdetermined using amap meter and 1:50,000
scale NTS mapping. The main river was the longest river in the watershed.

Elevation Difference (ELEV DIFF) wasthedifferencein el evation between the outl et
of the watershed and the highest point on the divide in the vicinity if the main channel.

Slope of the main channel method 1 (SLOPEL) was simply ELEVDIFF divided by
LENGTH.

Slope of the main channel method 2 (SL OPE2) was the average slope of the curve
that joins two points on the main river which are at 10% and 85% of LENGTH from the
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outlet. In effect, the slope of the main river was calculated over only 75% of its length.

Drainage Density (DD) was determined by dividing thetotal length of streamsby the
drainage area.

Shape factor (SHAPE) characterizes the physical shape of the watershed. The
agorithmis:

SHAPE = 0.28 x P/ pDA

where Pisthe perimeter of the watershed, and DA isthedrainagearea. A circlewould have
a SHAPE of 1.00



Figure A1

PERCENTAGE OF BASIN AREA CONTROLLED
BY LAKE AND SWAMP (ACLS) - DEFINITION

a>1%of A ‘

a»1%of A

b>1%ot B ‘ b>1% of B
ACLS = L_%MB x100 ACLS = (A4 x 100

» (A+B+C) ‘ %)

(a+b) >1% of A -

ACLS = _A_ x100
(A+B)

a<t%oftA
b < 1% of (A+B)
ACLS=0

Leg&nd

‘a,b AREA OF LAKE OR SWAMP
A, B AREA CONTROLLED BY LAKE AND SWAMP
- "C UNCONTROLLED AREA .
After Poulin (1970) e N



Figure A2 Lake Attenuation Factor (LAF) - Definition
LAF = 2 {(100 x LAREA/DA) x (100 x CAREA/DA)}
=1

where: n is the number of lakes in the watershed with area greater than 1% of the
watershed’s drainage area,
LAREA, is the area of a lake,
DA is the drainage area of the watershed, and
CAREA, is the drainage area which is controlled by a lake.

If area of lakes a, b, ¢ > 1% of the drainage area (A+B+C+D), then

LAF = {(100 x a/(A+B+C+D)) x (100 x (B+C+D)/(A+B+C+D))} +
{(100 x b/(A+B+C+D)) x (100 x (C+D)/(A+B+C+D))} +
{(100 x c/(A+B+C+D)) x (100 x (D)/(A+B+C+D))}
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Appendix B

Review of Data Setsfor Single Station Flood Frequency Analysis

Station Number

02YAO001

02Y A002

02Y C001

02YDO001

02Y D002

02Y EOO1

02Y FO01

02Y G001

02Y G002

Comments:

This data set had arelatively long period of record (1970-96, n=27)
with only 2 missing values (1976, 1979) which were estimated with
confidence. The data displayed high skewness (In(x)>0.4). All
values were retained for frequency analysis.

This data set had arelatively short period of record (1986-96, n=11)
with 2 missing values (1986, 1987) which were estimated. The data
displayed high skewness. All values were retained for frequency
anaysis.

This data set had arelatively long period of record (1959-96, n=36)
with only 2 missing values (1984, 1994) which were estimated with
confidence. All values were retained for frequency anaysis.

Thisdataset had 19 values and a period of record from 1960 to 1978.
Therewerenomissing values. All valueswereretained for frequency
anaysis.

Thisdataset had 17 values and a period of record from 1980 to 1996.
Therewas one missing value (1986) which was estimated. It wasthe
third highest value. All valueswereretained for frequency anaysis.

This data set had arelatively short period of record (1984-96, n=13)
with 3 missing values (1984, 1995, 1996) which were estimated.
Two of themissing valueswerethelargest onrecord. All valueswere
retained for frequency analysis.

Thisdata set had arelatively short period of record (1969-82, n=14).
Therewerenomissing values. All valueswereretained for frequency
anaysis.

Thisdata set had arelatively short period of record (1986-96, n=11).
Therewere 2 missing values (1989, 1996) which were estimated with
confidence. All values were retained for frequency anaysis.

Thisdata set had arelatively short period of record (1987-96, n=10).
Therewerenomissing values. All valueswereretained for frequency



02YHO001

02Y Jo01

02Y J003

02Y K002

02YKO003

02Y K004

02Y K005
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anaysis.

This data set had arelatively short period of record (1985-96). There
was one missing value (1986) which was estimated with confidence.
The data set was highly skewed. One high outlier (1993) was
detected. After removal of the high outlier, skewnesswas reduced to
an acceptable level. All values were retained for frequency analysis
except for the high outlier (n=11).

This data set had arelatively long period of record (1969-96, n=28)
with only 2 missing values (1972, 1994) which were estimated with
confidence. All values were retained for frequency anaysis.

Thisdata set had arelatively short period of record (1986-96, n=11).
Therewerenomissing values. All valueswereretained for frequency
anaysis.

This data set had arelatively long period of record (1954-96). The
following years were missing 1955, 1967-72, and 1981. Thetime
series of annual maximum instantaneous discharges showed an
increasein themagnitude of average peak flowsof nearly 70%for the
1973-96 period over the 1954-66 period. Environment Canada
indicated that the outlet channel of thiswatershed had been excavated
in 1962, causing a decrease in the water level on Little Grand Lake.
A decreasein the natural storage of thislake near the outlet lessened
the attenuating effect thislake had on peak flows. Only the 1973-80
and 1982-96 portions of the records (n=23) were retained for
frequency analysis.

Thisdata set had arelatively short period of record (1956-66, n=11).
Therewerenomissing values. All valueswereretained for frequency
anaysis.

Thisdataset had 23 values and a period of record from 1957 to 1979.
There was one missing value (1979) which was estimated with
confidence. Environment Canadaindicated that the outl et channel of
this watershed had been excavated in 1962. The data set failed the
split sample homogeneity test by time at a 5% level of significance
but not at a 1% level of significance. Values were retained only for
the years 1963-79 (n=17).

Thisdataset had 24 values and a period of record from 1973 to 1996.
There were no missing values. A low outlier was detected and
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removed for curve fitting.

Thisdata set had arelatively short period of record (1984-96, n=13).
There were 2 missing valueswhich were estimated. All valueswere
retained for frequency analysis.

Thisdata set had arelatively short period of record (1985-96, n=12).
Therewas onemissing valuewhich was estimated. It wasthe highest
value on record. All values were retained for frequency analysis.

This data set had arelatively long period of record (1929-96, n=68).
Therewerenomissing values. All valueswereretained for frequency
anaysis.

Thisdata set had arelatively short period of record (1983-96, n=14).
There was one missing value which was estimated. The data set
displayed high skewness. Onehigh outlier was detected and removed
(January 1983 flood). The skewness was significantly reduced. All
other values were retained for frequency anaysis (n=13).

Thisdata set had arelatively short period of record (1985-96, n=12).
There were 4 missing values which were estimated. Two of these
values were the two highest on record. The data set displayed high
skewness. All values were retained for frequency analysis.

This data set had arelatively long period of record (1955-96, n=41).
There was one missing value. In 1963, a partial diversion of the
watershed split the data set in two parts: 1955-63 (n=9) and 1964-96
(n=32). A visua check on the annua maximum instantaneous
discharges did not reveal any change in peak flow rates. In addition,
asplit sample test by time did not find any significant differencein
the populations. The first data set was too small for frequency
analysis. The second data set receives an ungauged amount of water
from another basin. This data set was discarded.

Thisdataset had 15 values and a period of record from 1964 to 1978.
This station metered the diverted part of 02YMOO1. Thisdiversion,
however, isonly partial, and therefore, this data set was discarded.

Thisdataset had 17 values and a period of record from 1980 to 1996.
There were 2 missing values which were estimated with confidence.
All values were retained for frequency analysis.
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This data set had a period of record from 1981 to 1996. There were
no missing values. All values were retained for frequency analysis.

Thisdataset had 16 values and a period of record from 1981 to 1996.
There were no missing values. One high outlier was removed
(January 1983 flood) which reduced the skewness to an acceptable
level. All other values were retained for frequency analysis (n=15).

Thisdata set had arelatively short period of record (1984-95, n=12).
There were 5 missing values which had to be estimated! Two of
these values were the two highest on record. The data set displayed
high skewness. All values were retained for frequency analysis.

Thisdata set had arelatively short period of record (1984-96, n=13).
Therewere 7 missing valueswhich had to be estimated! One of these
values was the highest on record. All values were retained for
frequency analysis.

Thisdata set had arelatively short period of record (1985-96, n=12).
Therewere 7 missing valueswhich had to be estimated! One of these
values was the highest on record. All values were retained for
frequency analysis.

Thisdata set had arelatively short period of record (1982-96, n=15).
There were 2 missing values which were estimated with confidence.
A trend was detected at a 5% level of significance. The data set
displayed high skewness. A high outlier (January 1983 flood) was
detected and removed. After removal of the high outlier, the trend
disappeared as well as the high skewness. All values excluding the
high outlier were retained for frequency anaysis (n=14).

This data set had arelatively long period of record (1950-96, n=47).
There were no missing values. One low outlier was detected and
removed for curve fitting.

This data set had a relatively short period of record (n=14). In
addition, the data set is relatively old (1924-39). Annual maximum
instantaneous discharges were estimated from the annual maximum
daily discharges. Thisgauged was moved further downstream to the
02Y Q001 location in 1950. The 02Y Q002 data set was discarded in
favour of the 02Y Q001 data set.

This data set had arelatively short period of record (1982-96, n=14).
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There were 6 missing values which were estimated! Two of these
values were the highest on record. All values were retained for
frequency analysis.

Thisdata set had arelatively short period of record (1987-96, n=10).
There were 5 missing values which were estimated! Four of these
values were the highest on record! A significant trend was detected
at 5% level of significance but not at a 1% level of significance. All
values were retained for frequency analysis.

This data set had arelatively long period of record (1959-96, n=38).
Therewere 5 missing valueswhich were estimated. Whiletherewas
a fire in 1961, there was no evidence to suggest that it had a
significant effect on peak flows. Previous studies deleted the years
1959-66. All values were retained for frequency analysis.

Thisdataset had 20 values and a period of record from 1977 to 1996.
There were 4 missing values which were estimated. One of the
missing valueswasthe highest onrecord. Thedataset displayed high
skewness. All values were retained for frequency analysis.

Thisdataset had 16 values and a period of record from 1981 to 1996.
There were 2 missing valueswhich were estimated. All valueswere
retained for frequency analysis.

Thisdata set had arelatively long period of record (1953-84). There
were 2 missing values (1979, 1984). The 1979 vaue could not be
easily estimated. The 1984 valuewasestimated. Thiswatershed was
regulated from 1951-62 for the purpose of driving pulpwood. All
readings up to 1966 were of questionable quality due to adischarge
measurement technique specific to thissite. The valuesfor 1967-78
and 1980-84 (n=16) were retained for frequency analysis.

This data set had arelatively long period of record (1968-96, n=29).
Therewere 2 missing values (1979, 1984) which were estimated with
confidence. All values were retained for frequency anaysis.

Thisdata set had arelatively short period of record (1985-96, n=12).
Therewerenomissing values. All valueswereretained for frequency
anaysis.

Thisdataset had 18 values and a period of record from 1979 to 1996.
There was one missing value (1979) which was estimated with
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confidence. All values were retained for frequency anaysis.

Thisdataset had 15 values and a period of record from 1982 to 1996.
Therewerenomissing values. Thisdataset displayed high skewness.
There were three “high” values. All values were retained for
frequency analysis.

Thisdataset had 15 values and a period of record from 1982 to 1996.
There was one missing value (1983) which was estimated with
confidence. All values were retained for frequency anaysis.

This data set had arelatively long period of record (1962-96, n=35).
Therewerenomissing values. All valueswereretained for frequency
anaysis.

Thisdataset had 15 values and a period of record from 1982 to 1996.
There were 3 missing value (1982, 1983, 1991) which were
estimated. All values were retained for frequency analysis.

This data set had 19 values total. While the period of record went
from 197010 1996, thefollowing yearsweremissing: 1972-78, 1981,
1982, 1993 and 1994. The 1982, 1993 and 1994 vaues were
estimated. All values (n=19) were retained for frequency analysis.

This data set had 21 values total. The period of record went from
1944 t0 1965. Theyears 1944-49 were missing. The 1944-48 values
were estimated. All values (n=21) were retained for frequency
anaysis.

Thisdata set had arelatively long period of record (1951-96). There
were 2 missing values (1979, 1980). The 1979 value was estimated.
The 1980 value could not be easily estimated. The 1983 flood was a
high outlier and was removed. The data set failed the test for trend
at a5% level of significance. In addition, the data set failed the split
sample homogeneity test by time (1951-74, 1975-96) at a1% level of
significance! Peak flows appear to be increasing from 1951 to 1984
and then appear to decrease with time. This station was not retained
for frequency analysis because of the trend and non-homogeneity.
The reasons for the trend / non-homogeneity are not known.

Thisdata set had arelatively long period of record (1959-96). There
were 4 missing values (1990, 1991, 1994, 1996) which were
estimated with confidence. This data set displayed high skewness
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and failed the test for independence at a 5% level of significance.
The 1959 to 1962 values were deleted from the data set. A previous
hydrometric data review saw these values increase from 40% to
105%. In addition, the 1962 value was a significant outlier which
could not be confirmed by surrounding stations. After these values
wereremoved, skewnesswasreduced to acceptablelevel and thedata
set passed the test for independence. The valuesfor 1962-96 (n=16)
were retained for frequency analysis.

Thisdataset had 20 values and a period of record from 1977 to 1996.
There was one missing value (1994) which was estimated with
confidence. All values were retained for frequency anaysis.

Thisdataset had 17 values and a period of record from 1980 to 1996.
Therewere 2 missing values (1987, 1989) which were estimated with
confidence. All values were retained for frequency anaysis.

Thisdataset had 16 values and a period of record from 1981 to 1996.
Therewere 2 missing values (1993, 1996) which were estimated with
confidence. All values were retained for frequency anaysis.

This data set had arelatively long period of record (1953-96). There
were3 missing values (1988, 1990, 1994) which wereestimated. The
data set showed a significant (increasing) trend at a 1% level of
significance! A firein 1961 had a significant effect on peak flows.
Since most of this basin had low scrub trees, the vegetation was
reestablished a few years later. When the values for 1953 to 1964
were deleted from the data set, the trend disappeared. The 1965-96
(n=32) values were retained for frequency analysis.

This data set had arelatively long period of record (1961-96). The
years 1962-69 were missing and could not be easily estimated. There
were 3 other missing values(1961, 1970, 1984) whichwereestimated
from the maximum daily discharge records. Twenty-eight values
(n=28) were retained for frequency analysis.

Thisdataset had 20 values and a period of record from 1977 to 1996.
Therewere 2 missing values (1978, 1988) which were estimated with
confidence. All values were retained for frequency anaysis.

Thisdataset had short period of record (1983-96, n=14). Therewere
4 missing values (1987, 1988, 1991, 1992) which were estimated.
The 1992 estimated value was the highest on record. The data set
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displayed high skewness and a high outlier was detected. After
removal of the high outlier, the data set still displayed high skewness
and another high outlier was detected. After the removal of the
second outlier the dataset still displayed high skewness. Considering
the small sample size, the number of missing data, and the high
skewness, this station was not retained for frequency analysis.

This data set had short period of record (1986-96, n=11). Therewas
one missing value (1988) which was estimated. The data set
displayed high skewness. The data set also failed the test for
randomness at a5% level of significance. The number of runsabove
and below themedian was 10 whichindicated avery short termcycle.
Since there was no known physical reason for this cycle, it was
assumed to be by chance. A certain number of test failures can be
expected given the level of significance and the number of tests
performed. This data set was retained for frequency analysis.

This data set had arelatively long period of record (1949-96, n=48).
There were 3 missing values (1961, 1989, 1993) which were
estimated with confidence. All values were retained for frequency
anaysis.

Thisdataset had 18 values and a period of record from 1979 to 1996.
Therewerenomissing values. All valueswereretained for frequency
anaysis.

This data set had short period of record (1983-96, n=14). Therewas
onemissing valuewhich wasestimated. All valueswereretained for
frequency analysis.

Thisdataset had short period of record (1983-96, n=14). There were
no missing values. The data set displayed high skewness. All values
were retained for frequency analysis.

Thisdataset had short period of record (1986-96, n=11). Therewere
5 missing values which were estimated. The data set displayed high
skewness. All values were retained for frequency analysis.

This data set had 18 values and period of record from 1979 to 1996.
Therewerenomissing values. All valueswereretained for frequency
anaysis.

This data set had a short period of record (1983-96, n=14). There



02ZL.005

02ZM 006

02ZM009

02ZMO016

02ZNO001

02ZN002

-103-

were 2 missing values which were estimated. All values were
retained for frequency analysis.

This data set had a short period of record (1985-96, n=12). There
were no missing values. The data set displayed high skewness. All
values were retained for frequency analysis.

This data set had a long period of record (1954-96, n=43). There
were 16 valueswhich were estimated from theannual maximumdaily
discharges. Two of these values were the highest on record. All
values were retained for frequency analysis.

This data set had a period of record from 1979 to 1996. There were
no missing values. The data set displayed high skewness and a high
outlier (1994) was detected. After removal of the high outlier the
skewness was reduced to an acceptable level. All values were
retained for frequency analysis except for the 1994 value (n=17).

This data set had a short period of record (1983-96, n=14). There
were no missing values. All values were retained for frequency
anaysis.

This data set had a long period of record (1966-95, n=30). There
were 2 missing values (1971, 1986) which were estimated with
confidence. This data set failed the test for trend at a 5% level of
significance. Peak flows appear to be increasing with time. Since
there was no known physical reason for thistrend it was assumed to
be by chance. A certain number of test failures can be expected given
the level of significance and the number of tests performed. All
values were retained for frequency analysis.

This data set had a short period of record (1985-96, n=12). There
were 5 missing valueswhich were estimated. Thisdata set failed the
test for trend at a 1% level of significance! Contrary to 02ZN001,
peak flows appear to be decreasing with time. Since there was no
known physical reason for thistrend it was assumed to be by chance.
A certain number of test failures can be expected given the level of
significance and the number of tests performed. All values were
retained for frequency analysis.
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Appendix C

Statistical Tests Performed on the Flood Data

C1 INTRODUCTION

Statistical frequency analysis assumesthat the sampleto be analyzedisareliable set
of measurements of independent random events from a homogeneous population which is
free from erroneous data. The validity of this assumption can be verified using statistical
tests. A computer program CFAS88 (Environment Canada, 1985) was used to test the peak
streamflow database devel oped for thisstudy for independence, trend, homogeneity, general
randomness and outliers. These tests are briefly discussed in the following sections.

C2 DESCRIPTION OF STATISTICAL TESTS
Brief descriptionsof therationalefor each test are given here. Thetheory of thetests
isnot given; however, the required functionsto be evaluated and the determination of their

significance is given in Section C4.

C2.1 Spearman Rank Order Seria Correlation Coefficient Test for Independence

Two events can be considered independent only if the probability of occurrence of
either isunaffected by the occurrence of the other, and thisdefinition can be extended
to asample of size N. Practically, in atime series, independence can be measured
by the significance of the correlation coefficient between the N-1 pairs of theith and
(i+1)th members of the series and, if the correlation coefficient is not significantly
greater than zero, then independence is assumed. It is noted here that, in the strict
mathematical sense, this does not necessarily define independence. To avoid the
assumptions made in the derivation of the sampling distribution of the Pearson
correlation coefficient, the nonparametric Spearman rank order serial correlation
coefficient is used.

C2.2 Spearman Rank Order Correlation Coefficient Test for Trend

If successive measurements of members of atime series have been made during a
period of gradually changing conditions, then there will be amore or less noticeable
trend in the magnitude of the members of the series when arranged in chronological
order. As an example, it would be expected that gradual land use changes in a
drainage basin would affect the magnitude of the annual flood. Similarly, long term
climatic changes will be reflected in the hydrology of a basin, although it is
customary to assume climatic time invariance. A very ssmple test for presence of
trend and its significance can be made on the Spearman rank order correlation
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coefficient. The computation and determination of its significance are given in
Section CA4.

Mann-Whitney Split Sample Test for Homogeneity

If some more or less abrupt change occurred during the sampling period, then some
difference could be expected between the means of the subsamples before and after
the change. Examples could include the construction of an ungated reservoir in the
basin, or aforest fire which denuded a substantial portion of the basin. Assuming a
normal distribution, and that the two subsamples have the same variance, then the
difference in the subsample means can be tested for significance using the Student's
t distribution. These assumptions are not commonly met in hydrology and so the
Mann-Whitney nonparametric test is used. With two subsamples of approximately
the same size, it would be expected that if there were no change in conditions, the
sums of the ranks of the two subsamples would not differ by too much. For agiven
data set, the question to be answered is whether the difference is significant or not.
TheMann-Whitney U statisticisafunction of the subsample sizes and their sums of
ranks. Thedistribution of U statisticsis known and critical values at various levels
of significance have been tabulated. Hence, a decision can be made on whether the
means of the subsamples differ significantly. Computation methods are shown in
Section C4.

The Mann-Whitney test can also be used to decide whether hydrologic events
occurring in different seasons have asignificant difference of means. Thesampleis
simply split by seasons rather than by time spans, although the computations are
identical. When splitting by seasons, two runs of the program are needed. The
program CFAS88 provides a histogram of the data sample by months of occurrence,
and the user may then choose the most sensible split from the hydrologic point of
view. It wasfound impossibleto make any arbitrary seasonal split because, in many
cases, one of the subsamples would contain no data.

Wald-Wolfowitz Split Sample Test for Homogeneity

This test can determine whether two samples have significantly different means,
variances, skewness or kurtosis but it is not as powerful as the Mann-Whitney test
in detecting asignificant differencein means. Onthe other hand, the Mann-Whitney
test cannot detect differences between the other statistical parameters of the two
subsamples. The program ranks the entire sample in descending order and
determinesand liststhe subsample (either 1 or 2) from which the corresponding data
item came. If the sampleiswell mixed, the 1's and 2's will be well mixed and the
number of runswill be relatively high. A runis defined as a sequence of identical
symbols preceded and followed by adifferent symbol or no symbol at all. Consider
the case where the mean of subsample 2 is significantly greater than that of



C2.5

C2.6

C3

C31

-109-

subsample 1, then 2's will tend to cluster towards the top end of the scale and 1's
toward the bottom, thus reducing the number of runs. Suppose now that the variance
of subsample 2 was substantially greater than that of subsample 1. The 2'swill then
tend to cluster towards both ends of the scale, again reducing the number of runs.
Similarly, differences in skewness and kurtosis will cause clustering, reducing the
number of runs. The distribution of the number of runsisknown and lower critical
values have been tabulated. Thus, it can be determined if the subsamples differ
significantly in any respect.

Likethe Mann-Whitney test, the Wal d-Wolfowitz test can be used to decide whether
hydrologic events occurring in different seasons differ significantly.

Runs Above and Below the Median for General Randomness

Thisisavery smple nonparametric test. Dataareranked in chronological order and
the median determined. ldentifiers A or B or * are assigned to each data point
according to whether the corresponding data item is above or below or equal to the
median, and the number of runs are counted. Theoretically, the number of runs,
RUNAB, could be as high as N, indicating an extreme short term cyclic pattern, or
aslow as 2, indicating an abrupt change halfway through the period over which the
sample was collected. Notice that the median is used since the probability of
exceeding the median is always 0.5, regardless of the probability distribution from
which the samplewas drawn, thus making thetest nonparametric or distributionfree.
Thedistribution of RUNAB isknown and upper and lower critical values have been
tabulated, thus enabling adecision to be made on whether the dataare random or not.

Grubbs and Beck Test for Outliers

Thepresenceof outliersinadatasamplewill causedifficultiesin satisfactorily fitting
afrequency distribution to the sample. Depending on whether the outliers are high
or low, and on the chosen frequency distribution, the estimates of the T-year event
will often be underestimated or overestimated. Techniques are available for
approximately dealing with these outliers; but, these outliers must first be detected.

LIMITATIONS
Sample Sizes
For each data sampleto be analyzed, the lower limit to the sasmple sizeis 10 and the

upper limit is 200. There is no limit to the number of samples which can be
processed in one computer run.
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For the Mann-Whitney test, the program will automatically split asamplesize N into
equal subsamplesof size N/2 for N even, or two subsamplesof (N-1)/2 and (N+1)/2
for N odd. Theuser hasthe option of splitting the sampleinto other subsample sizes,
subject to the following limitations:

n, greater than 20 n, not lessthan 5
n, between 8 and 20 n, not less than 2
n,=7 n, not less than 3
n,=6 n, not less than 4
n,=5 n=>5

In the Wald-Wolfowitz test, the sample will be automatically split asin the Mann-
Whitney test and again the user hasthe option of other subsample sizes. Where both
subsamples are less than 21, the smaller subsample must not be less than 3; and if
one of the subsamplesisgreater than 20, the smaller subsample must not belessthan
5.

C3.2 Significance Levels

The first two tests both use the Spearman rank correlation coefficient, and its
significance is tested at both the five and one percent levels.

The significance of the Mann-Whitney U statistic is tested at both the five and one
percent levels.

If both subsamplesin the Wald-Wolfowitz test are less than 21, testing is at thefive
percent level only. If one of the subsamplesis greater than 20, thetest is at both the
five and one percent levels.

For the general randomness tet, if the total sample size is greater than 40 after
deleting sample members equal to the median, then testing isat both thefive and one
percent levels. Otherwise, the test is at the five percent level only.

The significance of the Grubbs and Beck statistic is tested at the 10 percent level.

C4  FUNCTIONSEVALUATED IN PROGRAM CFA88

Thissection briefly summarizesthefunctionseval uated in program CFA88 and gives
the methods used to determine their statistical significance.
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General

Any statistical test of significance will generally be made using the following steps.

C4.2

C4.21

a) State the null hypothesis, H,. For instance, in split sample tests, the null
hypothesis may be that there is no difference between the sample means.

b) Choose asignificance level a.

C) Choose an appropriate statistical test.

d) Compute the test statistic.

€) The sampling distribution of the test statistic is known and has been
tabulated, and the chosen significance level then defines the region of
rejection.

f) If the computed test statistic lies in the region of reection, then the null
hypothesisis rejected.

Evaluation of Test Statistics

Spearman Rank Order Serial Correlation Coefficient for | ndependence

If the series Q, with i ranging from 1 to N is put in chronological order, ranks
assigned, and denoting the series:

Q,Q; ... Quybys,therank of Q
and Q,, Q; ... Qybyy, therank of Q,,

then the Spearman rank order serial correlation coefficient is:

S, = YA Ox*+0y>-0d?) (O 2.0y %) * C41l
where %= (m*-m)/12- COr,

Oy? - (m*-m)/12- T,

d, isthe difference in rank between x; and y,.

m = N-1
and the summations are over the m pairs of x;, y,.
Ignoring for the moment the terms in T and putting them at zero, equation C4.1
becomes: ]

S, = 1-(60d?)/(m*-m)

the more familiar form of the Spearman rank correlation coefficient.

Thetermsin T adjust for tied ranks and are computed as follows. If for instance,
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three observations in the x series were tied for ranks 17, 18, and 19, then each

observation is given the rank 18; if two were tied for ranks 24 and 25, then each is
ranked 24.5.

For each tied set, T is computed from:
T, - (t-1)/12

where t is the number or observations tied at a given rank.
O, and OT, are defined by extension of the foregoing.

For N lessthan 10, special tablesare availablefor defining theregion of rejection for

a computed S, at given significance level a. When N is 10 or greater, then the
function:

t=s[(m-2)/(1-s)]"

isdistributed like Student's t with m-2 degrees of freedom. A one-tail test must be
used.

Spearman Rank Order Correlation Coefficient Test for Trend

If the series Q, with i ranging from 1 to N is put in chronological order, ranks
assigned and denoting the series:

Q,Q, ... Qybyy,therank of Q,
and 1,2, ... N by, the sequential order of Q,,

then the Spearman rank order correlation coefficient r, is calculated as in equation
C4.1, except that m=N, T, = 0, and the summations are taken over the N pairs of x;,

Yi-

For N lessthan 10, special tables define the region of regjection for acomputed value
of r at agiven significance level a.

For N = 10 or greater, then the function:
t=rd(N-2)/(1-r2)]"
is distributed like Student's t with N-2 degrees of freedom. The null hypothesisis

that thereisno trend, either upward or downward with time, and so atwo-tail testis
used.
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Mann-Whitney Split Sample Test for Homogeneity

As described in Section A.2, the sample is split into two subsamples, and ranks
assigned. Then the Mann-Whitney U statistic is defined by the smaller of:

U,=nn,-U,
where n, isthe size of the smaller subsample,
n, isthe size of the larger subsample,
and R, isthe sum of the ranksin subsamplen;.

For both n; and n, less than 21, the critical values of U have been tabulated which
define the region of rgection. For n, greater than 4 and n, greater than 20, the
sampling distribution of U rapidly tends to normality with:

U-n.n,/ 2

{[(nn) /(N(N-2))J[(N-N)/ 12 - OT] %
T = (& -t)/12, where t is the number of observations tied at a given rank. The
summation of T is over al groups of tied observations in both subsamples.

zisan N (0, 1) variate and in the applications of the Mann-Whitney test used in this
program, the region of rejection is:

zlessthan - 1.645for 4 = 0.05
zlessthan - 2.326 for 4 =0.01

Wald-Wolfowitz Split Sample Test for Homogeneity

Having determined the number of runs, R,,,, asexplained in Section C2, the method
by which its significance is determined depends on the subsample sizes, n, and n,.
When both n; and n, are less than 21, the critical values of R,,, which define the
region of rejection have been tabulated. For n; greater than 4 and n, greater than 20,
the sampling distribution of R,,, tends to normality with

* Rw [(2nyn,) / (ny+ny) +1] - 0.5 =

{2nn,(2nn, - Ny - n)/[(Nng + ny)?(ng + ny - 1)]}7%

zisan N (0, 1) variate, and in the applications of the Wald-Wolfowitz test used
herein, the region of rejectionis:
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z greater than 1.645 for 4 = 0.05
z greater than 2.326 for 4 = 0.01

Theoretically, ties cannot occur in the Wald-Wolfowitz test, sincein its derivation
the samples are assumed to be drawn from continuous distributions. In hydrology
practice, published values of flows have been rounded to comply with some rulefor
significant figures and ties are very common. If for any tied group, all members are
in the same subsample, there is no problem; but if members of one subsample are
tied with members of the other subsample, then thereisno unique ordered seriesand
hence, no uniquevalueof R,,,. For instance, if aquartet of ties had two membersin
each subsample and aduo of ties had one member in each subsample, then there are
12 possible ordered series and the test becomes meaningless. Inthisprogram, if ties
are split between subsamples, the Wald-Wolfowitz statistic is not computed.

Runs Above and Below the Median for General Randomness

Section C2 explains how the number or runs, RUNAB isdetermined, and for n; A's
and n, B's with n; and n, both less than 21, the region of rejection is defined by
tables. For n, and n, both greater than 20, the sampling distribution of RUNAB tends
to normality with:

{2niny(2nn, - ng - n)/[(ng + ny)?(ng + n, - 1)]}7%
zisan N (0, 1) variate and, as used in this program, the region of rejectionis:

z greater than 1.96 for a = 0.05
z greater than 2.326 for 4 = 0.01

Grubbs and Beck Test for Outliers

The theory of outliersistill incomplete and has only been satisfactorily developed
for anormal distribution. Application of the test is simple, requiring only the mean
and standard deviation of the sample, and tabulated values of the Grubbs and Beck
(1972) satistic for various sample sizes and significance levels.

The Grubbs and Beck outlier test has been adopted in modified form by the
Hydrology Subcommittee (1982) of the United States. Since the test is applicable
only to samples from a normal population, the assumption is made that the
logarithms of the sample membersare normally distributed. Rearrangingthe Grubbs
and Beck test as done by the Hydrology Subcommittee (1982), the two following
equations are obtained:
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Xp=exp (u+Kyl)
Xo=exp(u-Kyl)

where: X, isthelower limit of the high outliers,
X, isthe higher limit of the low outliers,
M is the mean of the natural logarithms of the sample,

| isthe standard deviation of the natural logarithms of the sample,
and K, isthe Grubbsand Beck statistic.

Typical values of K, range from 2.036 for n = 10 to 3.017 for n = 100.
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Appendix D

Regional Flood I ndex
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Regional Flood I ndex

Poulin (1971) used anindex flood techniquefor regional flood frequency analysison
theisland of Newfoundland. Thistechnique usesan average dimensionlessflood frequency
curve for al watersheds in a hydrologically homogeneous region. This analysis method is
inferior to multiple linear regression between return period flood flows and physiographic
parameters, because flood index techniques do not take into account the varying amount of
influence that the physiographic parameters have on floods of different magnitudes. None

the less, the application of these ratios to hydrologically similar watersheds with few data

may provide better estimates of flood flows at the longer return periods than single station
frequency analysis. The table below provides summary statistics which indication of the
ratios between the return period flood flows (Q5, Q10, Q20, Q50, Q100 and Q200) and the
median flood (Q2).

TableD1 Flood Ratios

Region | Statistic Q5/ Q10/ Q20/ Q50/ Q100/ | Q200/ n
Q2 Q2 Q2 Q2 Q2 Q2

NwW minimum 1.19 1.31 1.40 1.49 1.56 1.59 13
median 1.27 1.45 1.61 1.82 1.97 2.13
maximum 1.34 1.60 1.89 2.30 2.63 2.99

NE minimum 1.16 1.24 1.29 1.34 1.37 1.40 15
median 1.31 1.48 1.63 1.82 1.96 2.21
maximum 1.43 1.73 1.98 2.43 2.81 3.34

SE minimum 1.11 1.16 1.20 1.23 1.25 1.26 13
median 1.39 1.65 1.89 2.21 2.44 2.67
maximum 1.45 1.78 2.14 2.65 3.06 351

SW minimum 1.17 1.24 1.28 1.33 1.36 1.38 9
median 1.40 1.63 1.87 2.21 2.48 2.76
maximum 1.50 1.87 2.25 2.79 3.22 3.75
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Appendix E

Derivation of Equation to Deter mine Sensitivity of Physiogr aphic Parameters

The sensitivity of each accepted regression equation to aspecified change in each parameter
issummarized in Table 5.2. The development of the equation used to analyze parameter
sengitivity is outlined in this Appendix.

Determine the effect on y, asaresult of afactor R applied to a parameter x,;:

l 0giy: = k + ajl 0ogiox;s + a,l 090X, + . . .+ a,l 004X, D1

| 0g910Y> k + a;l 0gyp Bx; + al 090X, + . . .+ a)l 090X, D. 2
Rewrite the two equations as:
(k + a;l 0g10x; + @l 0gyx, + . . .+ a,l 0giX,)
y, = 10

lO(k + a;l 0gyo3X; + @yl 0gyx, + . . .+ &l 0g;0X,)
Y2 =

Determine the relative difference between y, and y, from:

(k + a;70970Bx; + a,109,0%, + ... + a,10g;0%,) (k + a;100;0x; + a,10970%X, + ... + a,109,,X,)
Yo - Y1 10 -10
02)22)5333333333333335333333333333333353333333333333333333333333333333333533333)03)333))3))))))
Y1 (k + a;10g0x; + a,109;0%, + ... + a,1095,%,)
10
Y2 - Y1 a;( 1 0g10l3%x;- 1 0g10X1)
or N =10 -1
Y1
Y2 - Y1 a;( 1 0g1of3+l 090X~ | 0g10X1)
or NN =10 -1
Y1
Y2 - Y1 a;l 0g;8
or N =10 -1

Y1
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or similarly for any parameter n and expressed in percent:

3,l0g,43
Y-y, x 100% = (10 -1) x 100%

Y1



